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The Identification of School Resource Effects

ERIC A. HANUSHEK, STEVEN G. RIVKIN & LORI L. TAYLOR

ABSTRACT In the US, the federal government plays a relatively minor role in setting school policy, and the separate states are an important source of policy variation that sets the environment faced by local school districts. The variation in state policies plausibly has a significant impact on student achievement. Little is known about the magnitude of such effects, because data limitations have seldom allowed researchers to specify fully the state policy environment when analyzing school effects. Differences in overall school policies may, however, help to reconcile the contradictory findings about the effectiveness of school resource usage that exist. We develop a simple theoretical model demonstrating that the bias induced by omitting relevant state characteristics is greater in state-level analyses than it is in less aggregate studies. Our exploration of aggregation bias using the High School and Beyond data set suggests that aggregation to the state level inflates the coefficients on school input variables. Moreover, the results do not support the competing hypothesis that aggregation is beneficial because it reduces biases from measurement error. These results are completely consistent with the findings of production function studies where positive school resource effects on achievement are much much likely to be found when estimation involves state-level data.

Introduction

A wide variety of US state policies plausibly impact measured student achievement. The separate states determine the ages for compulsory school attendance, the curriculum requirements for high-school graduation, the extent and character of student competency exams, and the certification requirements for primary and secondary school teachers. They set school financing formulae, fund public universities and choose textbooks. Less directly, the states choose state tax and welfare policies that alter the expected costs and benefits of schooling. Unfortunately, data limitations seldom allow researchers to specify fully the state policy environment when analyzing school effects. Therefore, problems of omitted vari-
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ables bias are inevitable. More important, certain estimation strategies may worsen the biases, leading to misleading interpretations of research into school policy.

We link these specification problems directly to the controversies about the effectiveness of school resources. A growing body of research casts doubt on the effectiveness of local school districts at turning added resources into higher student achievement. In comprehensive summaries of the empirical evidence, Hanushek (1986, 1989) found that there was no consistent or systematic relationship between achievement and either pupil–teacher ratios, teacher salaries, years of teacher schooling, years of teacher experience or per-student expenditure. The inefficacy of smaller pupil–teacher ratios is particularly noteworthy, given that the widely held belief that lower pupil–teacher ratios improve educational outcomes has played a prominent role in the crafting of educational policies. But these conclusions are not universally accepted. Some argue that the use of standardized test scores as the measure of achievement in most research ignores the potential impact of smaller class sizes or higher teacher salaries on other educational outcomes. Two widely cited recent studies by Card and Krueger (1992a,b) provide evidence that smaller classes and higher teacher salaries increase the wage premium associated with an additional year of schooling. The apparent conflict of wage studies and education production functions has inspired extensive efforts to reconcile the results (e.g. Burtless, 1996).¹

This paper highlights the influence that aggregation and model specification has had on studies of educational performance. Educational production functions concentrate on the relationship between student outcomes and individual school and school district characteristics, while most wage analyses, including Card and Krueger, use state average school characteristics.² We present a statistical model demonstrating that the bias induced by omitting data on relevant state policies is greater in such state-level analyses than in more disaggregated studies. The model suggests that aggregation to the state level inflates the apparent impact of school resources.

Using the High School and Beyond (HSB) data set, we estimate aggregated and disaggregated relationships between the primary determinants of school expenditures (teacher–pupil ratios and teacher salaries) and one measure of educational outcomes (years of post-secondary schooling). Our analysis finds that aggregation to the state level inflates the estimated importance of school characteristics. More importantly, the pattern of results is consistent with an aggregation-induced increase in omitted variables bias and is not consistent with an errors-in-variables explanation.

Finally, we present data from past analyses to educational production functions on the importance of aggregation. A stylized fact that emerges from past analysis is that aggregation inflates the apparent significance of school resources. The fundamental underlying cause appears to be omission of key state policies from the estimation that is worsened by aggregation.

Variations in State Policy

To motivate the subsequent development, some understanding of the central importance of state education policies is necessary. State policies potentially affecting measured student achievement can be classified into three broad categories. First, finance policies directly affect the level of school resources and the degree of local control over school spending. Second, states directly intervene in the delivery of education through operating regulations, hiring and personnel restrictions, and other process requirements for schools. Finally, other policies
influence measured student achievement by influencing the characteristics of the student body, either directly through regulations on compulsory attendance or indirectly through their effect on the perceived costs and benefits of schooling.

School finance formulae in common usage differ in both form and detail (Gold et al., 1992). As of the 1990–1991 school year, 38 states guaranteed to local school districts a minimum level of funding per pupil (i.e. foundation grants). The remaining states relied primarily on either flat grants to local school districts (Delaware and North Carolina), matching grants (Kansas, Massachusetts, Michigan, New York, Pennsylvania, Rhode Island and Wisconsin) or a system of full state funding (Hawaii and Washington). All of these formulae, however, use different aid parameters and have different implications for the local price of schools.

Given the wide variety of financing formulae, it is not surprising that expenditures per pupil also vary widely among the states. As Table 1 illustrates, total current expenditures in 1990 varied from less than US$3000 per pupil in Utah to more than US$8000 per pupil in New Jersey and New York (US Department of Education, 1993). As a general rule, expenditures per pupil were nearly 20% lower

Table 1. Current expenditures per pupil for the 1990–1991 school year, by state

<table>
<thead>
<tr>
<th>Expenditure Range</th>
<th>State(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; US$8500</td>
<td>NJ, NY</td>
</tr>
<tr>
<td>US$8000–8499</td>
<td>AK</td>
</tr>
<tr>
<td>US$7500–7999</td>
<td>CT</td>
</tr>
<tr>
<td>US$7000–7499</td>
<td></td>
</tr>
<tr>
<td>US$6500–6999</td>
<td>MD, PA, VT</td>
</tr>
<tr>
<td>US$6000–6499</td>
<td>MA, RI</td>
</tr>
<tr>
<td>US$5500–5999</td>
<td>DE, IL, MI, NH, OR, WI, WY</td>
</tr>
<tr>
<td>US$5000–5499</td>
<td>CO, FL, HI, ME, MN, MT, NE, OH, WA</td>
</tr>
<tr>
<td>US$4500–4999</td>
<td>IN, IA, KS, MO, NV, VA, WV</td>
</tr>
<tr>
<td>US$4000–4499</td>
<td>AZ, CA, GA, KY, LA, NC, ND, SC, TX</td>
</tr>
<tr>
<td>US$3500–3999</td>
<td>AL, AR, NM, OK, SD, TN</td>
</tr>
<tr>
<td>US$3000–3499</td>
<td>ID, MS</td>
</tr>
<tr>
<td>&lt; US$3000</td>
<td>UT</td>
</tr>
</tbody>
</table>


Table 2. Unweighted distribution of state expenditures for public primary and secondary education

<table>
<thead>
<tr>
<th>School year</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total current expenditures (1990–1991 US$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990–1991</td>
<td>5155</td>
<td>1291</td>
<td>2960</td>
<td>8645</td>
</tr>
<tr>
<td>1979–1980</td>
<td>3824</td>
<td>971</td>
<td>2716</td>
<td>8155</td>
</tr>
<tr>
<td>1969–1970</td>
<td>2727</td>
<td>566</td>
<td>1776</td>
<td>4703</td>
</tr>
<tr>
<td>1959–1960</td>
<td>1634</td>
<td>369</td>
<td>938</td>
<td>2560</td>
</tr>
<tr>
<td>Local share of total revenues†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990–1991</td>
<td>42.1</td>
<td>16.2</td>
<td>0.5</td>
<td>86.8</td>
</tr>
<tr>
<td>1979–1980</td>
<td>42.2</td>
<td>16.5</td>
<td>0.1</td>
<td>88.0</td>
</tr>
<tr>
<td>1969–1970</td>
<td>50.2</td>
<td>17.7</td>
<td>10.8</td>
<td>84.0</td>
</tr>
<tr>
<td>1959–1960</td>
<td>53.0</td>
<td>20.4</td>
<td>11.6</td>
<td>88.0</td>
</tr>
</tbody>
</table>

†Includes revenue from tuition and fees.
in states that relied on foundation grants than they were in states that relied on other finance strategies.


The variety of school finance formulae also give rise to a dramatic variation in the extent to which school districts exert local control over the size of their budgets (Table 2). For the 1990–1991 school year, local financing ranged from negligible local funding in Hawaii to nearly total local funding in New Hampshire. Researchers have postulated that the extent of local control over the schools influences school effectiveness by influencing the extent of community monitoring of the schools.

While the various school finance formulae affect the amount of resources available to schools, a large number of additional state policies affecting the operation of the schools may be more important for our purposes here. Two of the most common state policies of this type are curriculum requirements for high-school graduation and minimum competency tests for teachers and students (US Department of Education, 1993). These are reinforced by a variety of direct and indirect operating regulations. The wide policy variation introduces systematic and potentially important differences in the operations of schools.

Other potentially important state policies affect the composition of the student body rather than the funding and operation of the schools. For example, if we assume that students are more likely to drop out of the lower tail of the achievement distribution, then variations in the age at which students can legally leave school can have considerable influence on the characteristics of the student body at the high school level. States that allow students to leave school at an earlier age would tend to retain fewer students who would score low on standardized tests. Therefore, state rules on compulsory attendance can have a strong influence on measured student achievement.5

Other state policies influence the perceived costs and benefits of schooling. For example, there is considerable variation in tax and welfare policy among the states. In 1990, state income tax rates ranged from zero in the seven states without an income tax (Alaska, Florida, Nevada, South Dakota, Texas, Washington and Wyoming) to over 10% for certain residents of Montana and North Dakota (US Bureau of the Censuses, 1992). Average weekly unemployment benefits ranged from US$102 in Louisiana to US$217 in Massachusetts, while average monthly payments for Aid to Families with Dependent Children (AFDC) ranged from US$121 in Alabama to US$720 in Alaska (US Bureau of the Census, 1992).

For our purposes, the key element is the variation in school funding and policy and in other relevant state factors. These factors, which are likely to be correlated with observed attributes of schools in each state, will bias estimated school effects that come from cross-state variations in resources. While this bias may be relatively small when analyzing achievement in individual classrooms and schools, its importance will increase with aggregation to state-level performance.

Model

We model the relationship between educational attainment and student and family characteristics as
where $A_{ij}$ is the level of educational achievement for individual $i$ in school $j$, $T_{ij}$ is a standardized pre-test score, $F_{ij}$ is a vector of individual and family characteristics, $C_{ij}$ is a vector of community variables and $S_{ij}$ is a vector of school characteristics.

Adequate controls for differences in family background, community environment and student preparation are needed in order to isolate the effects of school characteristics. Education goes on both inside and outside schools. The performance of any specific student will combine the influences of the school and of the outside environment, particularly the family. Moreover, parents may systematically select school districts through migration in accordance with their preferences (Tiebout, 1956) or otherwise attempt to secure good school resources for their children. In such a case, unmeasured parental inputs could be correlated with measured school resources.

Accounting for pre-existing differences in academic preparation is necessary in order to capture the impact of school factors during a given period. Education occurs over time, so that the achievement, say, of a ninth grader is determined in part by schools (and family) in the ninth grade and in part by these inputs in prior years. Since data on the past history of educational inputs are frequently not available, strategies that will isolate the achievement gains that might be related to specific measured inputs such as through estimation of value-added models of achievement are often employed (see, for example, Hanushek, 1979; Aitkin & Longford, 1986; Hanushek & Taylor, 1990).

One concern in modeling the educational processes involves simultaneity biases resulting from schools using past student performance in determining input allocations (e.g. lower class size for poorly performing students). The econometric problems arise when the unmeasured errors in the school attainment equation are correlated with the school inputs through school decision-making. While this may be legislated in other countries (see Mayston, 1996), no simple pattern exists in the US where compensatory programmes, gifted programmes and local demands play against each other. Such possible decision-making effects, however, reinforce the need to control for past performance in analyzing the effects of school resources; to the extent that any allocation decisions are captured by observed earlier performance, any such biases will be small.4

General estimation issues in the analysis of educational production functions pervade the discussion here. Clearly, inadequate controls for academic preparation, family inputs and the like will bias the estimated effects of school characteristics on achievement. At the same time, virtually no attention has been given to how aggregation of data might interact with such specification bias. We develop a conceptual model that shows how aggregation can affect the magnitude of any omitted variables bias and then subject it to empirical analysis.

**Aggregation and the Sources of Bias**

Virtually all discussion of aggregation of models, measurement errors and omitted variables is conducted in the context of a simple linear model. While some have suggested that such models are inappropriate in many of the educational circumstances investigated here, we neglect consideration of non-linearities and concentrate on the other issues.5

The level of aggregation can influence the estimated relationship between educational outcomes and specific school characteristics in a number of ways.6
This section examines aggregation related issues in the simplest form using regression equation (2):

$$A_{ij} = \alpha_{ij} + \beta_{ij} T_{ij} + \eta_{ij} F_{ij} + \theta_{ij} C_{ij} + \psi_{ij} S_{ij} + \epsilon_{ij}$$  \hspace{1cm} (2)

where the subscript $s$ indexes state of residence, $F_{ij}$, $C_{ij}$ and $S_{ij}$ are single measures summarizing the relevant inputs of family, community and school for individuals $i$ and $\epsilon_{ij}$ is an iid random error.

Most studies of educational production functions implicitly assume that $t_{hijs}$ is invariant across individuals, schools and state of residence. In other words, the marginal impact of a change in a school characteristic like per-pupil expenditure is the same regardless of socio-economic background, academic skill or even the value of school expenditure itself: $t_{ij} = \theta$ for all $i$, $j$ and $s$. Under such conditions, aggregation to the district or state level will not alter the estimated relationship between attainment and school expenditure (although the form of the data will generally affect the efficiency of the estimates).

Unfortunately, equal marginal effects for all students is a sufficient condition for perfect aggregation only when the empirical model is correctly specified. In practice, information for certain relevant variables might be unavailable. If the omitted variables are correlated with included school characteristics, then the estimated school coefficients will be biased regardless of the level of aggregation.

The magnitude of omitted variable bias depends on both the coefficient on the omitted variable and the coefficients on the included school characteristics from auxiliary regressions of the omitted variable on the included school characteristics. If aggregation alters any of these coefficients, it will change the size of the bias and thus the estimated relationship between attainment and school inputs. Unfortunately, there is no general rule to indicate whether aggregation will increase or decrease the size of the omitted variables bias (for more discussion, see Hanushek et al., 1996). However, aggregation to the state level necessarily increases omitted variable bias when the omitted variables are determined at the state level (with no within-state variation).

**Aggregation and Omitted Variables in a Two-variable Model**

Equation (3) presents a simplified version of equation (2) that ignores all variation in pre-test scores and family backgrounds, assumes that $S_{js}$ represents a single measure of school quality common to all students in school $j$ and subsumes the influence of all community factors into a single, state-level measure of community environment ($C_j$). By assumption, the marginal impacts of both school expenditure and community environment are identical for all students:

$$A_{js} = \theta C_j + \psi S_{js} + \epsilon_{js}$$  \hspace{1cm} (3)

If there is no information on the relevant aspects of community environment, a regression of academic attainment on school expenditure will produce the following biased estimate of the school expenditure coefficient:

$$\psi = \psi + \theta \phi$$  \hspace{1cm} (4)

where $\phi$ equals the school expenditure coefficient in an auxiliary regression of community environment on school expenditure. Even if equation (3) satisfies the conditions for perfect aggregation, aggregation will alter the bias in the estimate of $\psi$ through its impact on the coefficient $\phi$. 
The effects of aggregation on the coefficient \( \phi \) are analyzed assuming that both \( C \) and \( S \) are driven by a common underlying factor, \( A \), which indexes, say, tastes for education. With a linear specification and the assumption that only state-level values of \( A \) effect the community environment, we can write \( C_s \) and \( S_{js} \) as

\[
C_s = \xi \bar{A}_s + U_s
\]

\[
S_{js} = \gamma (A_{js} - \bar{A}_s) + \delta \bar{A}_s + V_{js}
\]

where the bar indicates the state average for \( A \). We allow both local and state values of \( A \) to affect school expenditure, reflecting the influence of both the state and local political processes in determining school characteristics.° We define \( C_s, \Lambda_{js} \) and \( \bar{A}_s \) so that \( \xi, \gamma \) and \( \delta \) are all non-negative, and restrict \( \delta \) to be greater than \( \gamma \) so that school expenditures do not fall as \( \bar{A}_s \) rises. \( U_s \) and \( V_{js} \) are iid random errors that are independent of each other and the variable \( A \).

The coefficient \( \phi \) equals the covariance of \( C \) and \( S \) divided by the variance of \( S \). Using equations 5 and 6, this equals

\[
\phi = \frac{\xi \delta \sigma^2}{\gamma^2 \sigma^2_{\Lambda w} + \delta^2 \sigma^2_{\Lambda b} + \sigma^2_{v w} + \sigma^2_{v b}}
\]

where the variances of \( A \) and \( V (\sigma^2) \) have been partitioned into within-state (subscript \( w \)) and between-state (subscript \( b \)) components.

When the data are aggregated to the state level, equation 6 is rewritten as

\[
\bar{S}_s = \delta \bar{A}_s + \bar{V}_s
\]

and \( \overline{\phi} \), the aggregate auxiliary regression coefficient, equals

\[
\overline{\phi} = \frac{\xi \delta \sigma^2_{\Lambda b}}{\delta^2 \sigma^2_{\Lambda b} + \sigma^2_{v b}}
\]

By comparing equations (7) and (9), it is clear that \( \phi < \overline{\phi} \). Thus, the aggregate estimate of \( \psi \) is unambiguously biased upwards from the micro-level estimates.

**Measurement Error**

To this point, we have assumed that the school characteristics are measured without error. An alternative concern about the estimation of school performance models is the possibility of measurement error in the school variable. If data are collected by surveys, their quality may be low when the local respondent is uncertain about the precise values, say, of expenditure or even number of students. On a related issue, if the educational models are aggregated over time instead of employing the basic value-added formulation sketched in equations (1) and (2), year-to-year fluctuations in the data may provide a misleading picture of the relevant historical data. In other words, measurement error is likely to be particularly important as empirical specifications diverge from the ideal described in equation (1).

The effect of measurement error in simple linear models is well-known (see, for example, Maddala, 1977, pp. 292–300). If the observed school input is

\[
\bar{S}_{js} = S_{js} + v_{js}
\]
then the estimate of $\psi$ will be inconsistent and biased towards zero, even when $v$ is iid with mean zero. The coefficients for other variables in the model (measured without error) will also be biased, but the direction of bias is ambiguous.

An important aspect of random measurement error is that aggregation within defined groups (e.g. states) can lessen the bias from measurement error under certain circumstances (Maddala, 1977). Grouping effectively reduces bias as long as the grouping strategy preserves between-group differences in the value of the regressor. Employing stage average differences in school characteristics suggests that aggregation by state would reduce the downward bias of any measurement error and potentially increase the parameter estimates.

None the less, theory alone cannot determine whether aggregation reduces a downward bias present in school-level studies or introduces an upward bias that inflates school resource coefficients in more aggregate analyses. This indeterminacy leads us to examine aggregation empirically within the context of state variations in educational performance. The effects of school resources on schooling attainment are considered at both the school level and the state level to investigate aggregation within a consistent model specification and data source.

Data

Data for the empirical analysis come from the HSB longitudinal survey. In 1980, a baseline survey provided data from approximately 36 high-school seniors from close to 1000 high schools. The base year survey reports parental schooling and income, contains information on the high schools, and provides scores for a battery of standardized mathematics, verbal and science tests. Follow-up surveys completed in 1982, 1984 and 1986 provided post-high-school information on school and labor market attainment.

We concentrate on student outcomes measured by years of post-secondary schooling attained within 6 years of graduation for high-school graduates. It varies from zero (no post-secondary schooling) to eight (a PhD, MD, etc.). We use the 12th grade test score as the pre-test in order to isolate the contribution of high schools to post-secondary schooling. This implies that any impact of high schools on post-secondary schooling is additional to their effects on cognitive achievement.

The vector $F_{ij}$ includes race, gender, parental schooling and family income. Measured characteristics of $C_{ij}$ include the percentage of community residents who have a college degree, the local unemployment and wage rates for high-school graduates, the resident tuition at state universities, and indicator variables if the school is located in the south or in a rural area. Both local and state aggregates of community factors are analyzed. The percentage of college-educated residents captures environmental effects on educational expectations and achievement. Local wages and unemployment rates reflect variations in the opportunity cost of attending college, while the state resident tuition at public universities indexes the monetary cost of college attendance.

These community variables reflect direct economic factors affecting college attendance, but they do not capture the larger state policy influences motivating this paper. Therefore, to the extent that further factors are omitted, as we believe to be the case, the models still yield biased coefficient estimates and are subject to the problems identified here. The consideration of measured community factors illustrates the sensitivity of estimates to aggregation but does not show the full extent of biases we believe are present.
Because they are the primary determinants of educational expenditures, we use teacher–pupil ratios and relative teacher salaries to measure school characteristics. We divide starting teacher salaries by the average earnings of college-educated residents in the community (normalized to 40-week salaries) to derive relative salaries. Scaling salaries by the local wage level controls for any differences in the alternative wage opportunities available to teachers.

We restrict our attention to non-Hispanic Blacks and Whites attending public high schools, and omit all observations in schools that have fewer than five observations with non-missing data. We also exclude states with only a single high school, because of our interest in estimating aggregate state models. From the HSB senior cohort, we construct a sample of 2309 observations for students who attended 307 schools in 38 states.

**Empirical Results**

In order to approximate the approach of Card and Krueger (1992a), we use a two-stage estimation framework to analyze the impact of aggregation on schooling coefficients. Because we used the same procedures in both the school- and state-level analyses, we will only describe the school-level specifications.

In the first stage, we regressed academic attainment on the pre-test score, student and family characteristics, and a series of indicator variables for each high school, $E_{ij}$:

$$A_{ij} = \beta T_{ij} + \eta F_{ij} + \sum_j x_j E_{ij} + \mu_{ij}$$  \hspace{1cm} (11)

where $E_{ij}$ equals 1 if student $i$ attends school $j$ and 0 otherwise and where $\mu_{ij}$ is an iid random error. The first stage regression produces estimates of individual school effects, $\alpha_j$, controlling for differences in student characteristics.

The second stage regression estimates the following relationship:

$$\alpha_j = \delta + \psi C_j + \phi S_j + e_j$$  \hspace{1cm} (12)

However, the actual school intercepts are not observed. Instead, the first stage regressions generate fitted values for the school intercepts. Using the first stage predicted values implies an additional error to the second stage regression because

$$\tilde{\alpha}_j = \alpha_j + \eta_j$$  \hspace{1cm} (13)

Thus, the second stage becomes a random components model:

$$\tilde{\alpha}_j = \delta + \lambda C_j + \phi S_j + e_j + \eta_j$$  \hspace{1cm} (14)

Because the sampling variances of the predicted values differ across schools, $\eta_j$ is heteroskedastic. We could assume that the variance of $\eta_j$ is proportional to the first stage sampling variance of $\alpha_j$, which suggests the use of weighted least squares in the second stage regression. But as Hanushek (1974) points out, this implicitly assumes that the other component of the error term, $e_j$ has a variance that is either proportional to $\eta_j$ or zero. In order to allow for the more general random effects specification, we use a specialized form of generalized least squares (GLS) in the second stage (see Borjas, 1987). We first estimate equation (14) using ordinary least squares (OLS). Next, we regress the square of the residuals on the sampling variance of the school intercepts. Finally, we use the predicted square of the
Table 3. Generalized least squares estimates of educational attainment models (t-statistics in parentheses)

<table>
<thead>
<tr>
<th></th>
<th>School-specific estimates</th>
<th>State-specific estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Local community factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local college completion rate</td>
<td>2.46</td>
<td>2.29</td>
</tr>
<tr>
<td>Local unemployment rate</td>
<td>4.18</td>
<td>4.25</td>
</tr>
<tr>
<td>Local wage</td>
<td>-0.0009</td>
<td>-0.0016</td>
</tr>
<tr>
<td>State community factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>State college completion rate</td>
<td>-1.50</td>
<td>-1.68</td>
</tr>
<tr>
<td>State unemployment rate</td>
<td>-2.17</td>
<td>-1.75</td>
</tr>
<tr>
<td>State wage</td>
<td>-0.0019</td>
<td>-0.0012</td>
</tr>
<tr>
<td>In-state tuition</td>
<td>-0.0001</td>
<td>-0.0001</td>
</tr>
<tr>
<td>School factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher salary</td>
<td>0.45</td>
<td>0.51</td>
</tr>
<tr>
<td>Teacher–pupil ratio</td>
<td>2.39</td>
<td>2.55</td>
</tr>
</tbody>
</table>
residuals from this auxiliary regression as the weight in the GLS estimation of equation (14).

The table in the appendix presents the coefficient estimates from the first stage regressions. As expected, academic attainment is positively related to the pretest score, parental education and family income. Whether school or state dummy variables are included appears to have little impact on the coefficient estimates. There are also significant between-school attainment differences. The hypotheses that the high-school dummy variables do not add to the explanatory power of the regressions can be rejected at any conventional level of significance.15

**Basic Aggregation Effects**

We turn now to the second stage regressions which contain information about the effects of school resources. Table 3 contains the results for the educational attainment specifications. The first three regressions use estimates of school value-added as the dependent variable; the remaining regressions use estimates of state value-added. The table reports the results of regressions which contain both the teacher-pupil ratio and teacher salary variables as well as regressions in which the two school characteristics are entered separately.

Consistent with most prior research, there is no evidence that either increasing the teacher-pupil ratio or raising teacher salaries increases student performance in any of the school-level regressions that are reported in Table 3. The coefficients for school resources are all insignificantly different from zero. Local community variations appear more important than state variations for educational attainment.

The state-level regressions reported in Table 3 vividly illustrate the potential for aggregation bias. Columns 4, 5 and 6 show that aggregation to the state level dramatically increases the coefficient estimates on both of the school characteristics. Aggregation produces a significant coefficient on teacher-pupil ratio that is nearly five times as large in the aggregate as in the school specific regressions.

Moreover, as columns 7, 8 and 9 illustrate, excluding the partial set of community variables from the state-level regressions sharply increases the coefficient and the statistical significance of the teacher salary variable. These results are broadly consistent with the notion that aggregating to the state level exacerbates the problem of omitted variable bias. Because aggregation tended to exacerbate the bias from excluding the observed community factors, it is also likely that aggregation increased the bias due to the omission of other relevant factors.

**Measurement Error**

While the prior results are consistent with expectations about aggregate measurement error and omitted variables, they could also be consistent with a simple measurement error story for school-level resources. Aggregation moved the school resource and community environment coefficients away from zero, as would be predicted with classical measurement error. Thus the prior results do not conclusively demonstrate that aggregation-aggravated omitted variable bias is the sole problem.

A test of the competing hypotheses is based on traditional grouping methods applied so as to not confound grouping with possible omitted state or community factors.16 Grouping methods, which can be thought of as variants of instrumental variables, are based on aggregating observations within groups where group
**Table 4.** Alternative grouped estimates (IV) of school attainment (n = 38 pseudo-states; t-statistics in parentheses)

<table>
<thead>
<tr>
<th>Community factors</th>
<th>Pseudo-states grouped by teacher–pupil ratio</th>
<th>Pseudo-states grouped by teacher salary</th>
<th>Random pseudo-states within 'divisions' grouped by:</th>
<th>Per-capita assessed value</th>
<th>% unionized manufacturing workers</th>
<th>% poverty</th>
</tr>
</thead>
<tbody>
<tr>
<td>University tuition</td>
<td>-0.0003</td>
<td>0.0006</td>
<td></td>
<td>0.0003</td>
<td>0.00008</td>
<td>-0.00001</td>
</tr>
<tr>
<td>Wage rate</td>
<td>-0.0064</td>
<td>0.0096</td>
<td>-0.0043</td>
<td>-0.0029</td>
<td>-0.0041</td>
<td></td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>8.51</td>
<td>10.16</td>
<td>4.33</td>
<td>6.12</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>College completion</td>
<td>5.48</td>
<td>3.25</td>
<td>2.35</td>
<td>2.02</td>
<td>1.64</td>
<td></td>
</tr>
<tr>
<td>School factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teacher salary</td>
<td>0.54</td>
<td>0.48</td>
<td>-0.20</td>
<td>0.35</td>
<td>0.02</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>(0.5)</td>
<td>(0.4)</td>
<td>(0.3)</td>
<td>(0.7)</td>
<td>(0.04)</td>
<td>(0.3)</td>
</tr>
<tr>
<td>Teacher–pupil ratio</td>
<td>1.67</td>
<td>4.04</td>
<td>-2.72</td>
<td>-2.12</td>
<td>1.28</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>(0.6)</td>
<td>(1.5)</td>
<td>(0.4)</td>
<td>(0.3)</td>
<td>(0.1)</td>
<td>(0.2)</td>
</tr>
</tbody>
</table>
membership is determined by a variable that is correlated with the true explanatory variable but uncorrelated with the measurement error. Here, however, we add another component to creation of the groups because we also wish to find a grouping variable that is uncorrelated with omitted variables that also enter into the determination of school outcomes. Thus the choice of grouping variables, or instrumental variables, is more difficult than the standard situation where only measurement error is relevant.

The implicit use of state of residence as the grouping variable in the aggregate school resource studies likely violates the criterion that the grouping variable is uncorrelated with relevant omitted factors. Schools are not randomly sorted into states and a number of state policies such as those previously identified are likely to influence both achievement and school resource decisions. Therefore the finding that aggregation by state inflates coefficients does not by itself permit a distinction between omitted variables bias and measurement error explanations.

A way of distinguishing between the omitted variables and measurement error explanations is to regroup the schools into 'pseudo-states' which are correlated with the true school resources but not the omitted state policy factors. One plausible set of grouping variables simply uses the ordering of the school resources themselves—i.e. the ordering by the magnitude of the teacher-pupil ratio or the teacher salary. Grouping across teacher-pupil ratios will lead to consistent estimates if schools are correctly categorized on the basis of true (error-free) teacher-pupil ratios or true salaries, and there are no relevant omitted factors correlated with the true values of school resources. Because errors in measurement can lead to misclassification, an approach that balances efficiency and misclassification concerns is to omit observations at the boundaries between groups, i.e. to produce trimmed group means. Here, we divide all schools into the 'state' groups and omit two schools at each group boundary, since these schools are the most likely to be wrongly classified.

A second approach orders states according to a state characteristic which is presumed to be correlated with school resource decisions but not directly correlated with achievement or with measurement errors. To implement this, the states are first divided into four 'divisions' on the basis of the grouping variable. Within these divisions, schools are randomly assigned to pseudo-states. Schools in each pseudo-state share a similar division attribute, but the random assignment substantially weakens the link between schools and states. Because any single random allocation may give misleading point estimates, this random allocation of schools to pseudo-states is repeated 30 times for each state characteristic grouping variable, and the reported parameter estimates and standard errors are averages over the 30 replications.

Three state characteristics are used as instruments through creation of pseudo-divisions defined by rank ordering: (1) the state per-capita assessed property value; (2) the state poverty rate; and (3) the state percentage of workers unionized. The assumption is that controlling for observed family and community differences, each of these grouping variables will be correlated with true school resources but uncorrelated with both measurement error in the school resources and with any state- or local-specific omitted factors that explain student achievement. Of course, the last condition is difficult to verify and, indeed, is suspect when grouping is based on income or wealth—which might well be correlated with influences on school performance.

Each of these five grouping variables substantially weakens the link between schools and states. If aggregation by state leads to inflating school resource
coefficients by reducing measurement error, we would expect that aggregation by pseudo-state should produce estimates quite similar to the aggregate coefficients reported in the last six columns of Table 3. On the other hand, if aggregation by state increased the school resource coefficients by exacerbating omitted variable bias, we would expect that the new pseudo-state aggregate estimates would more closely resemble the school-level coefficients.

Table 4 presents the aggregate results across pseudo-states. The estimated effects of a higher teacher salary and a higher teacher-pupil ratio in Table 4 are quantitatively very close to the school-level estimates of Table 3 but very much smaller than the state aggregate estimates in that table. The only teacher salary coefficients that exceed the school-level estimates are produced by the teacher-pupil ratio and state unionization rate groupings, and even these estimates are much closer to the previous school level than to the state aggregate coefficients. State groupings by the percentage unionized and the poverty rate produce teacher-pupil coefficients slightly above those produced by the school-level specifications, but again these estimates lie much closer to the school estimates in Table 3 than to the aggregate state estimates.

There is no confirmation that the inflated coefficients generated by the actual state-level aggregate specifications were simply the result of correcting measurement errors at the individual school level. Specific measurement error corrections that break the correlation with omitted state-level variables yield resource results that are consistent with the school-level estimates. Thus, the overall evidence strongly supports the position that the difference between school-level and aggregate-level results in the apparent importance of school resources arises from omitted variable bias that is aggravated by aggregation as opposed to a simple measurement error problem.

**Linkages to Prior Work**

Empirical regularities in the school-effects literature make the above conclusions particularly striking. The literature contains at least 377 studies of the relationship between school resources and school outcomes. Some studies analyze the relationship between student outcomes and individual school and school district
Table 6. Percentage distribution of estimated effect of expenditure per pupil on student performance by outcome measure and aggregation of resource effects

<table>
<thead>
<tr>
<th>Measure of outcome and aggregation of resources</th>
<th>Number of estimates</th>
<th>Statistically significant</th>
<th>Statistically insignificant</th>
<th>Insignificant, unknown sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test score outcomes*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>109</td>
<td>25</td>
<td>9</td>
<td>28</td>
</tr>
<tr>
<td>Local</td>
<td>101</td>
<td>21</td>
<td>9</td>
<td>30</td>
</tr>
<tr>
<td>State</td>
<td>8</td>
<td>75</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Other (non-test) Outcomes*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
<td>31</td>
<td>2</td>
<td>46</td>
</tr>
<tr>
<td>Local</td>
<td>34</td>
<td>15</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>State</td>
<td>20</td>
<td>60</td>
<td>0</td>
<td>40</td>
</tr>
</tbody>
</table>

*All studies measure student performance by some form of standardized test score.

*All studies employ some outcome measure (such as income or school attainment) other than a standardized test score.

Note: Rows may not add to 100 because of rounding.

characteristics while others use state average school characteristics. As Table 5 illustrates, the probability that a study reports a positive and statistically significant relationship between student achievement and school resources is much higher for the state-level analyses.

For example, consider the literature on teacher–pupil ratios and educational expenditures presented in Table 5. The first thing to note from the table is that the combined estimates from 277 separate investigations give no reason to believe that smaller classes are related to higher student performance. The second thing to note is that the positive estimates (both statistically significant and total) come disproportionately from state-level analyses. While relatively few studies include state differences (11), almost two-thirds of these find positive and statistically significant effects of teacher–pupil ratios. When the resources are measured at the local level, any hint of disproportionate impact of smaller classes goes away. ('Local' implies measurement of school resources at the classroom, school or district level.)

Findings of positive expenditure effects also come disproportionately from analyses at the state level. Only 17% of the 163 estimates of school expenditure effects reported in Table 5 were conducted using state-level data on school characteristics. However, 42% of the estimates suggesting that higher spending is significantly associated with higher student performance come from these state-level studies. In contrast, the vast majority of studies at the local level do not support such a conclusion.

Some previous speculation about why the production function results appear to differ from the results for earnings, specifically those of Card and Krueger (1992a,b), have centred on the measurement of outcomes. Table 6 divides the studies of expenditure effect into those using test scores to measure educational outcomes and those using any other outcome measures. Two-thirds of the studies consider test score measures with the remainder evaluating school attainment, drop-out behavior, earnings and other measures. This table makes it clear, however, that state-level analyses produce disproportionate numbers of estimates indicating that expenditure affects outcomes, regardless of how outcomes are
Table 7. Percentage distribution of estimated effect of teacher-pupil ratio and expenditure per pupil by state sampling scheme and aggregation

<table>
<thead>
<tr>
<th>State sampling scheme and aggregation of resource measures</th>
<th>Number of estimates</th>
<th>Statistically significant</th>
<th>Statistically insignificant</th>
<th>Insignificant unknown sign</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>277</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Single state samples(^a)</td>
<td>157</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Multiple state samples(^b)</td>
<td>120</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>With within-state variation(^c)</td>
<td>109</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Without within-state variation(^d)</td>
<td>11</td>
<td>64</td>
<td>0</td>
</tr>
<tr>
<td>Expenditure per pupil</td>
<td>Total</td>
<td>163</td>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Single state samples(^a)</td>
<td>89</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Multiple state samples(^b)</td>
<td>74</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>With within-state variation(^c)</td>
<td>46</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Without within-state variation(^d)</td>
<td>28</td>
<td>64</td>
<td>4</td>
</tr>
</tbody>
</table>
\(^a\)Estimates from samples drawn within single states.
\(^b\)Estimates from samples drawn across multiple states.
\(^c\)Resource measures at level of classroom, school, district or county, allowing for variation within each state.
\(^d\)Resource measures aggregated to state level with no variation within each state.

Note: Rows may not add to 100 because of rounding.

measured. Seventy-five per cent of the state-level estimates of expenditure on test performance and 60% of the state-level estimates of expenditure on non-test performance are positive and statistically significant, compared to at most 21% of the estimates of local expenditure.

The real key to understanding these results is found in Table 7 which focuses attention on the effects of omitted state policies. Studies aggregated to the state level necessarily draw samples across multiple states, such as in the Card and Krueger studies for national samples of workers. Studies with individual, school or district observations may or may not draw samples from multiple states. Samples drawn from entirely within an individual state contain schools all facing a common policy, so lack of measurement of important state policies will not bias the effects of variations in school resources. On the other hand, samples drawn across states without measurement of key policy differences will suffer from omitted variables bias. While the direction of bias is unknown \textit{a priori}, Table 7 makes it clear that samples drawn across states are much more likely to point towards positive and statistically significant resource effects. Lower levels of data aggregation that preserve within-state variation in resources tend to have fewer findings of positive and statistically significant effects than with state aggregates, but they are much more heavily weighted to positive than to negative effects than the studies within individual states. In other words, the results of previous analyses support the pattern sketched in this paper: specification biases, present whenever samples cross state boundaries but fail to capture differences in state policies, are worsened by aggregation. Indeed, this simple story provides a reconciliation of the results of Card and Krueger (1992a,b) with those of the previous education production functions—omissions of key state factors makes variations in school resources appear important while the better-specified, direct analyses of schools avoid such omitted variables biases.
Conclusions

A simple model of the relationship between aggregation and omitted variables bias demonstrates that aggregation to the state level increases the bias when the omitted variables are determined at the state level. A wide range of potentially relevant state policies, generally excluded because of data limitations, are likely to influence both school outcomes and school inputs positively. Under such conditions, the model suggests that aggregation to the state level inflates the apparent impact of school resources. Our empirical analysis of the relationship between school inputs and student educational attainment finds just that—aggregation to the state level increases the coefficients on school input variables. The pattern of results supports the hypothesis that aggregation increases omitted variable bias, but does not support the competing hypothesis that aggregation is beneficial because it reduces biases from measurement error.

This analysis provides a possible reconciliation of the apparently conflicting findings of wage studies and education production functions. A number of wage studies (see Card & Krueger, 1994; Betts, 1996) relate aggregate data on school resources to subsequent labor market success. These studies tend to find variations in school inputs such as class size or teacher salaries to be directly related to subsequent student outcomes. On the other hand, education production function studies (see Hanushek, 1986, 1989) have found little systematic relationship between disaggregated measures of school resources and more immediate student outcomes. While a variety of differences exist between the two types of studies, the analysis here focuses attention on the level of aggregation of the school resource measures and the consistent absence of measures of policy differences across states. The differences in results across the two types of studies are very consistent with the bias-enhancing effects of aggregation of misspecified relationships. With aggregate data, it is very difficult to identify the effects of school resources as distinct from unmeasured state policies.

These results provide additional evidence against the view that added expenditures alone are likely to improve student outcomes (see Hanushek et al., 1994).

Notes

1. Betts (1995) examines specific aspects of the Card and Krueger methodology in order to understand why their findings contradict much of the previous literature. See also Heckman et al. (1996) and Speakman and Welch (1995) for an examination of the sensitivity of the estimates to the assumptions, the sample and the specification.
2. While the Card and Krueger studies have recently received attention, the literature goes back to Welch (1966) and Johnson and Stafford (1973). See Betts (1996).
3. There is considerable variation among the states in the rules regarding compulsory attendance. In 1992, most states allowed students to leave school at age 16, but eight states required students to attend school until age 17 and ten states required students to attend school until age 18 (US Department of Education, 1993). Similarly, the age at which students were required to start school ranged from 5 years old in Arkansas, Delaware and South Carolina to 8 years old in Arizona, Pennsylvania and Washington. On average, students were required to attend 10 years of primary and secondary schooling, but students in Arizona were only required to attend for 8 years, while students in Arkansas and Virginia were required to attend for 13 years.
4. The central concern is correlation of unmeasured determinants of student performance and measured school characteristics. Some attempts to analyze simultaneous policy decisions directly, albeit not in the form of value-added models, have emphasized its importance on the estimates (e.g. Brown & Saks, 1983; Akerhielm, 1955). For our empirical work, we are
interested in effects on school attainment over and above any achievement effects. It is natural to believe that any compensatory approaches and the induced simultaneity would have their primary impact on measured achievement.

5. For example, both Summers and Wolfe (1977) and Ferguson (1992) suggest significant non-linearities in the effects of class size on student achievement. Summers and Wolfe further suggest that class size may have differential effects depending on the level of achievement of individual students. Bryk and Raudenbush (1992) examine a variety of specialized non-linear models in the context of schools. None of this analysis generalizes in any simple way to non-linear models.

6. Early discussion of aggregation is found in Theil (1971). The discussion of aggregation with model mispecification can be found in Grunfeld and Griliches (1960).

7. The omitted variable bias becomes much more complicated when multiple included and excluded variables are considered, and the effects of aggregation can no longer in general be ascertained.

8. State mean expenditure levels reflect both local and state expenditures. Therefore, within-state variation results both from differences in local values of \( A \) and the method by which states allocate money to districts.

9. Card and Krueger (1994) highlight fluctuations in capital expenditure or inexplicable annual movements in pupil–teacher ratios as evidence of this sort of error. While annual movements in pupil–teacher ratios or other inputs have little impact on value-added models, they will obviously introduce serious measurement errors in the cumulative inputs.

10. In this simple case of measurement error, the error is assumed independent of the included variables. Systematic measurement error will not have such clear effects.

11. The measurement error model does not yield any simple predictions when more than one variable is measured with error (see, for example, Maddala, 1977, p. 294). With multiple measurement errors, the coefficients are not necessarily biased towards zero, but instead depend on the entire pattern of covariance among the exogenous variables.

12. In Hanushek et al. (1996), we also analyze achievement differences in the context of a more complicated model structure. The achievement analysis employs a different HSB cohort made up of students who were sophomores in 1980.

13. Approximately 20% of individuals are still in school and recent trends suggest many non-students will return to school at some point in the future. Thus, we are not measuring years of schooling ultimately completed. Students might complete a degree associated with 8 years of post-secondary schooling in fewer than 8 calendar years, leading to the coding employed.

14. HSB survey contains very little information on community environment, leading us to use US census data to construct measures of local unemployment, wage and college completion rates. Rivkin (1991) describes the construction of the community characteristics. As a general rule, our measures of state community characteristics are aggregated from our measures of local community characteristics. The information on university tuition is taken from Peterson’s Guide to Four Year Colleges (1984).

15. The \( F \)-test statistic equals 2.32 (306, 1993 degrees of freedom) for the post-secondary schooling regression.

16. Similar approach of looking for between-jurisdiction differences has been independently proposed in Heckman (1994). His discussion provides a public choice rationale for the existence of such differences.

17. Early proposals for grouping and instrumental variables concentrated on bivariate models and analyzed the trade-off between bias and efficiency from aggregating to two groups (Wald), three with an omitted center category (Bartlett), and multiple groups (Durbin) (see Maddala, 1977, pp. 296–300; Pakes, 1982). The approach here is an extension of these. For a general consideration of instrumental variables in cross-sections, see White (1982).

18. A completely random assignment of schools to pseudo-states without first grouping by divisions based on some underlying factor would fully break the link between schools and states. However, this strategy would also eliminate all differences between pseudo-states in the expected values of the variables, thus making aggregate estimates meaningless.

19. For these purposes, a ‘study’ is a separate estimate of an educational production function. An individual publication may include several studies, pertaining to different grade levels or measurement of outcomes. Alternative specifications of the same basic model were not double counted; nor was publication of the same basic results in different sources. The attempt was to record the information from all published studies that included one of the
central measures of resources (either of real resources of pupil–teacher ratios, teacher experience, teacher education, facilities, or administrator characteristics or monetary resources of expenditures per student or salaries), recorded information about the statistical significance of the estimated relationships, and included some measure of family and non-school inputs. Hanushek's (1989) summary missed a few estimates that were available prior to mid-1988, and these have been incorporated in the update through 1994. The best way to tabulate the results across different studies has been the subject of lively debate (see Hedges et al., 1994; Hanushek, 1994). The issues raised in that debate, however, are generally not relevant for the issues of aggregation considered here.

20. Not all studies contained information on each specific resource. Of the 377 studies looking at any of the identified resources, 277 analyzed either teacher–pupil ratios, pupil–teacher ratios or class size. (All analyses of pupil–teacher ratios are put in terms of teacher–pupil ratios by reversing the signs.)

21. The separate analysis of resource effects by Hedges et al. (1994) concentrates on expenditure studies without regard to the quality of the underlying analysis.

22. See Betts (1996) for further discussion of aggregation patterns among studies in which earnings are used to measure achievement.
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### Appendix: Within-group Parameter Estimates for Test Score Production and School Attainment (t-statistics in parentheses)

<table>
<thead>
<tr>
<th>Variable</th>
<th>School fixed effects</th>
<th>State fixed effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>12th Grade test score</td>
<td>0.17</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>(19.8)</td>
<td>(20.8)</td>
</tr>
<tr>
<td>Father's education</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(6.16)</td>
<td>(7.06)</td>
</tr>
<tr>
<td>Father's education unknown</td>
<td>1.14</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>(4.50)</td>
<td>(4.94)</td>
</tr>
<tr>
<td>Mother's education</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(5.40)</td>
<td>(6.12)</td>
</tr>
<tr>
<td>Mother's education unknown</td>
<td>1.16</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>(2.87)</td>
<td>(2.84)</td>
</tr>
<tr>
<td>Family income US$12 000–20 000</td>
<td>-0.08</td>
<td>-0.12</td>
</tr>
<tr>
<td></td>
<td>(-0.88)</td>
<td>(-1.40)</td>
</tr>
<tr>
<td>Family income over US$20 000</td>
<td>0.28</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>(2.82)</td>
<td>(2.88)</td>
</tr>
<tr>
<td>Female</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>(2.42)</td>
<td>(2.69)</td>
</tr>
<tr>
<td>Black</td>
<td>0.39</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>(3.46)</td>
<td>(5.57)</td>
</tr>
<tr>
<td>Total observations</td>
<td>2309</td>
<td>2309</td>
</tr>
</tbody>
</table>