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Appendix A: Conceptual Framework  

Our analysis of international differences in test scores is motivated by a desire to understand 

how systematic differences in national preferences contribute to variations in human capital 

across nations. This appendix provides a conceptual framework that discusses how national 

preferences related to intertemporal choices enter the human capital production model. We start 

by depicting educational choices in a human capital investment model with intertemporal 

preferences, incorporating several prior lines of inquiry into human capital investments (section 

A.1). We then focus on the production of skills in order to understand how national preferences 

affect the individual and public choices of inputs into the education production function and the 

ultimate set of skills (section A.2). Finally, we provide a deeper discussion of how patience and 

risk-taking enter separately and jointly into intertemporal decision-making (section A.3).  

A.1 Education as Intertemporal Choice 

Educational decisions are fundamentally an intertemporal choice: initial investments of time, 

effort, and resources are set against expected future gains. Early human capital models thus 

directly related educational returns and investments to the rate at which future earnings are 

discounted (Mincer (1958, 1974); Becker (1964)). Further development of modern human capital 

theory naturally moved to optimal investment decisions of individuals, focusing on the 

maximization of lifetime earnings and stressing the time dimension of investments (Ben-Porath 

(1967, 1970); Heckman (1976); Rosen (1976)). The focus on a representative individual with 

perfect foresight precluded any deeper consideration of individual differences in intertemporal 

preferences. Given the intertemporal optimization decision, however, the two preference 

components related to balancing the present and the future – time and risk preferences – are 

crucial in understanding individual educational choices.  

Surprisingly little explicit attention has been given to individual willingness to postpone 

gratification captured in patience, even though it is obviously a key element in the educational 

investment decision and thus in the earnings distribution. Detailed consideration of risk, by 

contrast, has entered human capital modeling at least since the contributions by Weiss (1972) 

and Levhari and Weiss (1974).1  

 
1 While the interaction of risk and human capital investment has been previously considered, attention has been 

confined mostly to labor-market outcomes. In considering different forms of labor-market risks such as variations in 
wages and employment, the optimal investment literature has produced varying predictions on how risk attitudes 
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The models of optimal human capital investment almost always focus on decisions about the 

quantity of education, which becomes the measure of individual skills. This focus has been 

natural given the availability of data and the consistency with the view of human capital 

investment as one of time. The perspective has been extraordinarily successful: The basic 

lifetime earnings model of Mincer (1974) has made years of schooling virtually synonymous 

with human capital in a wide range of empirical studies. Yet, school quantity is an imperfect 

measure of the underlying skill development that prescribes the optimality of downstream 

quantitative decisions in models of skill formation (Cunha, Heckman, and Schennach (2010)) 

and that has future payoffs on the labor market (Hanushek and Woessmann (2008)).  

A.2 Human Capital Investment, Educational Production, and National Preferences 

Direct investigation of the production of skills has developed mostly separately from the 

study of optimal human capital investment (Hanushek (1986)). Research into skill development 

during the production stage focuses on what is actually learned, generally measured by 

achievement tests (rather than the time spent in school).2 This research almost exclusively 

considers issues of technical efficiency of input usage and of the productivity of different inputs 

– without relation to human capital investment behavior.3 But in reality, the education production 

function depicts how chosen inputs relate to human capital, as the observed proximate inputs to 

skill development are themselves the result of human capital investment decisions. 

Further, even though the canonical human capital production model depicts skills as a 

function of family and school inputs, it is difficult to presume that these measured outcomes 

perfectly reflect the optimizing decisions of parents. The process of skill acquisition involves 

numerous actors – including the students themselves, their peers and friends, families, 

neighborhoods, teachers, school principals, and so on. Each presumably is optimizing over a 

different value function that may include different intertemporal preference parameters. Because 

 
may affect human capital investment. Interestingly, because of its focus on labor-market outcomes, the analysis of 
risk in this literature has largely ignored how risk might also enter into the production process for skills. This 
separation of optimal individual investments from consideration of the underlying production process leads to 
considerable distortion in the analysis of the role of intertemporal preferences. 

2 Our focus on achievement scores does not imply a different interest from the school attainment work. We 
view the intermediate measures of adolescents’ achievement as a good index of the ultimate skills of completed 
human capital investments. As an alternative, the Programme for International Assessment of Adult Competencies 
(PIAAC) measures the cognitive skills of adults, but analysis is hampered by limited country coverage. 

3 There are exceptions, for example, when the choices of parental investments are related to other inputs in the 
production function (Kim (2001); Todd and Wolpin (2003)). 
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of different assessments of the long-run value from human capital investments and different 

valuation of present versus future costs and payoffs, children may for example choose effort 

levels according to a preference for playing football or computer games over studying math in a 

way that diverges from what parents deem optimal in their maximization calculus.4  

Importantly, many of the relevant educational investment decisions are actually made at the 

group level. How much to invest in school resources is usually publicly chosen at the municipal, 

state, or country level. Similarly, the institutional structures of school systems – features such as 

school accountability, autonomy, and choice which have been shown to matter greatly for 

student outcomes (Hanushek and Woessmann (2011); Woessmann (2016b)) – are decided upon 

at the group level, and in most countries at the national level. As a consequence, aggregate 

societal intertemporal preferences will affect many parts of the education production process, 

making the set of preferences shared by the group important.  

Therefore, in our analysis we change the perspective from individual preferences to group 

preferences and their relation to national cultures. Guiso, Sapienza, and Zingales (2006), p. 23, 

define culture as “those customary beliefs and values that ethnic, religious, and social groups 

transmit fairly unchanged from generation to generation.” While different theoretical and 

empirical concepts and definitions exist (Alesina and Giuliano (2015)), relevant cultural values 

encompass the set of preferences shared by the group – including the intertemporal preferences 

that we deem important for educational choices.5  

A key element of the existing cultural analyses is an emphasis on values that are transmitted 

persistently across generations (Bisin and Verdier (2011); Alesina and Giuliano (2014)).6 This 

persistent transmission motivates our empirical strategy below that looks at measures of national 

preferences in the home countries of migrants. Empirically, looking at migrants living in the 

same residence country allows us to distinguish cultural factors from other features of the 

 
4 Children may also be less willing or able to solve the dynamic optimization problem, leading to behavioral 

biases that prevent them from pursuing their own long-run well-being (Lavecchia, Liu, and Oreopoulos (2016)).  
5 The concept of culture is related to the concepts of values, preferences, and personality traits and sometimes 

even subsumed in noncognitive skills, and the interrelations and distinctions between the concepts often remain 
vague. See Almlund et al. (2011) for an extensive discussion of the relationship between personality traits and 
preferences. 

6 Patience and risk-taking have been shown to correlate consistently between parents and their children at the 
individual level (e.g., Kosse and Pfeiffer (2012); Alan et al. (2017)). 
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residence country such as institutions and economies (Carroll, Rhee, and Rhee (1994); Giuliano 

(2007); Fernández and Fogli (2009); Figlio et al. (2019)).  

Recognition of intergenerational transmission also suggests some care in the specification of 

empirical models because common family factors may reflect cultural features. Analyses of 

educational production functions – whether within or across countries – commonly include 

measures of parental education (e.g., Hanushek (1986); Hanushek and Woessmann (2011)). But 

if national cultures influence human capital investment, parents’ realized educational patterns 

may proxy the culture of their country. As such, they may partially be bad controls in the study 

of national preferences because they absorb part of the influence of the cultural factors.  

More generally, a country’s national preferences may affect all inputs in the education 

production process – on both the family and the school side – as well as the overall productivity 

with which these inputs are transformed into educational outcomes. This conceptualization 

implies that analyses of the effect of national preferences on student achievement should use 

very parsimonious specifications of the vector of control variables contained in the education 

production function.  

A.3 Patience, Risk-Taking, and their Interrelatedness  

While national preferences can encompass a wide variety of common traits, our interest in 

intertemporal decisions related to educational investments leads us to focus on two specific 

preference components: time preferences and risk preferences.  

Time Preferences. The central role of the discount rate in models of optimal investment in 

human capital implies that time preferences are a key element of choices about whether to invest 

additional time, effort, and resources in improving educational outcomes. Preferences for payoffs 

in different time periods are reflected in patience, the trait of having a low rate of time 

discounting. For example, students must consider whether to give up play time with friends 

today – the opportunity cost of studying in the afternoon – for higher rewards in the future, such 

as graduating from school with better grades or the opportunity to receive better-paying jobs.7  

It is remarkable that empirical studies only recently have begun to link validated measures 

of time preferences among students directly to educational outcomes. For example, Sutter et al. 

 
7 As such, patience is closely related to similar concepts employed in the study of traits among children, such 

as the willingness to defer gratification as measured, e.g., by the famous “marshmallow test” (e.g., Mischel, Shoda, 
and Rodriguez (1989)), self-control (Moffitt et al. (2011)), or perseverance and grit (e.g., Duckworth et al. (2007)).  
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(2013) show that experimentally elicited measures of patience among Austrian children are 

significantly related to field behavior, including reduced violations of schools’ code of conduct.8 

Using longitudinal Swedish data, Golsteyn, Grönqvist, and Lindahl (2014) find that adolescents’ 

time preferences are associated with human capital investments and lifetime outcomes. Castillo, 

Jordan, and Petrie (2019) show that experimentally elicited measures of discount rates among 

students in a school district in the U.S. State of Georgia are significantly related to high school 

graduation. Similarly, Castillo et al. (2020) show that preschool children in Chicago who are 

more patient are less likely to receive disciplinary referrals when they are in school years later. 

Combining the Hofstede (1991) cultural measure with migrant students in Florida schools as 

well as with the PISA data, Figlio et al. (2019) show that students from cultures with greater 

long-term orientation perform better on several measures of educational achievement.9 At the 

macro level, Galor and Özak (2016) and Sunde et al. (2021) show that time preferences are 

importantly related to economic and educational outcomes in the long run.10  

Risk Preferences. Beginning with the empirical study of occupational choices by Weiss 

(1972) and the theoretical analysis in Levhari and Weiss (1974), a stream of studies of human 

capital investments explicitly introduced various components of uncertainty and risk. In a very 

general way, Levhari and Weiss (1974) consider a range of risky elements in labor-market 

investment decisions including future supply and demand conditions as well as knowledge of 

one’s own ability, of how time and money convert into human capital, and of the quality of 

schools along the investment path. They show that it is not possible a priori to determine how 

risk affects human capital investment incentives, a conclusion reiterated in the extensive review 

by Benzoni and Chyruk (2015). For example, higher earnings variance in higher-educated jobs 

may give rise to a positive association between risk-taking preferences and investment in higher 

education (e.g., Hartog and Diaz-Serrano (2007, 2014)), whereas lower unemployment risk of 

 
8 Alan and Ertac (2018) and Alan, Boneva, and Ertac (2019) show that measures of patience and grit are 

malleable to classroom interventions. 
9 Mendez (2015) shows the potential relevance of cultural traits for student achievement using a principal 

component from eleven different value questions in the World Values Survey (WVS) with migrant students in seven 
host countries in PISA, but the approach does not delve into specific components of national preferences. Cordero et 
al. (2018) include WVS measures in efficiency measurement of school systems in PISA. 

10 While formulated from a different perspective, a recent literature suggests that student behavioral differences 
related to effort, care, motivation, and perseverance may impact country test scores (e.g., Borghans and Schils 
(2012); Balart, Oosterveen, and Webbink (2018); Akyol, Krishna, and Wang (2018); Gneezy et al. (2019); Zamarro, 
Hitt, and Mendez (2019)). These behavioral differences may in turn reflect underlying cultural differences. We 
return to the role of student test-taking effort in robustness analyses below. 
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higher-educated jobs (e.g., Woessmann (2016a)) may give rise to the opposite association. In 

contrast to the indeterminate nature of the impact of different forms of labor-market risks, the 

role of risk-taking is more clear-cut when directly considering student behavior in the human-

capital production process: Drawing on insights from the economics of crime, Castillo, Jordan, 

and Petrie (2019) argue that risk-lovingness may deter educational effort by favoring 

misbehavior in adolescence if there is uncertainty about getting caught by teachers or parents.  

Existing empirical evidence on the association between risk and human capital investment is 

closely related to the specific components of risk considered in individual studies. Using U.S. 

data, Brown, Fang, and Gomes (2012) suggest that lower risk-taking leads to more investment in 

high-school education compared to less than high school but less investment in college compared 

to high school. Analyzing both wage and employment uncertainty, Groot and Oosterbeek (1992) 

find different results on returns by type of schooling (vocational or college) in the U.S. and the 

Netherlands, while Koerselman and Uusitalo (2014) find little differential effect of lifetime 

income variability on different schooling choices in Finland. Palacios-Huerta (2003) compares 

human capital risks to financial assets risk and detects wide variation in risk-adjusted rates of 

return. Using direct measures of children’s risk preferences, Sutter et al. (2013) find little 

evidence of associations with field behavior. By contrast, Castillo, Jordan, and Petrie (2018, 

2019) show a negative association of risk-taking preferences with high-school graduation and a 

positive with disciplinary referrals, in line with the notion that lower risk-taking may keep 

students out of trouble during the human-capital production process.11  

The Interrelatedness of Time and Risk Preferences. While much of the prior literature has 

considered time and risk preferences separately, behavioral economics has emphasized their 

inherent interrelatedness: since only the present can be certain and the future always contains an 

element of uncertainty, it is inescapable that the two preference components are intertwined 

(Halevy (2008); Andreoni and Sprenger (2012)).12  

An important implication of this interrelatedness is the need to control for the one preference 

component when studying the effect of the other. In fact, because many of the studies of risk-

taking do not control for patience, this interrelationship may help explain the reasons for the 

 
11 There is also evidence of associations of patience and risk with intelligence among adults, again with mixed 

evidence on risk (Dohmen et al. (2010, 2018); Potrafke (2019)). 
12 Their particular formulation has been questioned, but the basic concept seems clear. See the exchange in 

Cheung (2015), Epper and Fehr-Duda (2015), Miao and Zhong (2015), and Andreoni and Sprenger (2015).  
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divergent empirical effects of risk on investment. Even more, given the a priori indeterminate 

direction of the effect of risk-taking in the human capital production function, the direction of 

bias when estimating the effect of patience without considering risk-taking is also unclear.  
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Appendix B: Additional Information on the Data 

The information on the PISA and GPS datasets provided in this appendix complements the 

basic information contained in section 2 of the main text.  

B.1 The Programme for International Student Assessment (PISA) 

The target population of the representative random sampling of PISA are 15-year-old 

students, independent of grade level or educational track attended (OECD (2019)). The sampling 

in most countries proceeds in two steps. First, a random sample of schools that teach 15-year-old 

students is drawn using sampling probabilities that assure representativeness. Second, 35 

students aged 15 years are randomly sampled in each school.13 PISA only reports data for 

countries that meet the OECD’s high sampling and data-quality standards.  

To create comprehensive measures of students’ competencies, PISA has students complete a 

broad array of tasks of varying difficulty in assessments that last for up to two hours. The testing 

mode was paper and pencil until 2012 and changed to computer-based testing in 2015. PISA 

achievement in math, science, and reading were standardized to a mean of 500 test-score points 

and a standard deviation of 100 test-score points for OECD-country students in wave 2000 (and 

rescaled on the same metric again in 2003 in math and in 2006 in science). We divide PISA 

scores by 100 throughout to express achievement in percent of a standard deviation. As a rule of 

thumb for interpreting PISA scores, about a quarter to a third of a standard deviation corresponds 

to the learning gains of one year of schooling (Woessmann (2016b)). Table 6 shows descriptive 

statistics of country-level PISA achievement in the three subjects. 

In addition to achievement data, PISA elicits background information on student and family 

characteristics using student questionnaires, as well as contextual information on school 

resources and the institutional environment using school questionnaires completed by school 

principals. From these rich background data, we select core control variables – student gender, 

age, and migration status (first and second generation) – for our regression analysis. In addition, 

we derive measures of proximate inputs at the family, school, and institutional level that we use 

in our channel analysis. At the student level, these are parental education (six categories), 

 
13 We use the first plausible value (PV) provided by PISA throughout. Our results hold when considering other 

PVs and when employing estimation procedures that explicitly account for imputation and stratified sampling in the 
PISA data (results available upon request). 
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parental occupation (four categories), books at home (four categories), computer for school work 

at home (dummy), and other language than the test language spoken at home (dummy). At the 

school level, these are school location (three categories), school size, share of fully certified 

teachers, and shortage of educational material (dummy). At the country level, these are GDP per 

capita, share of privately managed schools, share of government funding of schools, central exit 

exams (dummy), and a school-autonomy index. The share of missing values for these variables is 

generally very low, averaging 5 percent. We impute missing values using the respective country-

by-wave mean and include imputation indicators (one dummy per variable that equals one if the 

respective variable is missing and zero otherwise) in our regression analysis.14  

The complex structure of country inclusion in our analyses is explained in greater detail in 

the note to Table 5. In the migrant analysis, countries can be included as residence countries even 

if there are no GPS measures for them (as long as they participated in PISA and have migrant 

children from countries of origin that participated in the GPS) and as countries of origin even if 

there are no PISA measures for them (as long as they participated in GPS and have “sent” 

students as migrants to PISA-participating countries).  

B.2 The Global Preference Survey (GPS)  

The Global Preference Survey (GPS) was conducted within the framework of the 2012 wave 

of the international Gallup World Poll, an annual survey on social and economic topics. 

Altogether, the GPS uses twelve survey items to measure preferences in the six domains. In an 

ex-ante validation exercise, students at the University of Bonn took different incentivized 

decisions in a controlled laboratory setting and answered numerous survey questions for each 

preference domain (Falk et al. (2016)). The survey items were then selected based on their ability 

to predict the incentivized choices. For most preference domains, this exercise led to the 

selection of a combination of one qualitative survey question and one hypothetical choice 

scenario (see Falk et al. (2018) for details).15 For each domain, the selected survey items are then 

combined into a single preference measure using weights from the validation procedure.  

 
14 In the few cases where a variable is missing for an entire wave in a given country, we impute by averaging 

over the country’s other PISA waves. Dropping these country-by-wave observations as a robustness check does not 
affect our results (results available upon request).  

15 Exceptions are trust and negative reciprocity, which are measured using one and three qualitative survey 
questions, respectively. While the qualitative items elicited on Likert scales may be subject to reference bias in the 
cross-country setting, this is less likely for the choice scenarios. 
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For patience, the qualitative survey item, elicited on an 11-point Likert scale, is: “How 

willing are you to give up something that is beneficial for you today in order to benefit more 

from that in the future?” The hypothetical choice scenario for patience entails a series of binary 

decisions between 100 Euro today or a higher amount in the future: “Suppose you were given the 

choice between receiving a payment today or a payment in 12 months. We will now present to 

you five situations. The payment today is the same in each of these situations. The payment in 12 

months is different in every situation. For each of these situations we would like to know which 

one you would choose. Please assume there is no inflation, i.e., future prices are the same as 

today’s prices. Please consider the following: Would you rather receive amount x today or y in 

12 months?”  

For risk-taking, the qualitative 11-point-scale question is: “In general, how willing are you 

to take risks?” The quantitative staircase measure is based on the question: “Please imagine the 

following situation. You can choose between a sure payment of a particular amount of money, or 

a draw, where you would have an equal chance of getting amount x or getting nothing. We will 

present to you five different situations. What would you prefer: a draw with a 50% chance of 

receiving amount x, and the same 50% chance of receiving nothing, or the amount of y as a sure 

payment?”  

The GPS dataset does not provide responses to individual items, so we use the available 

combined preference measures in our analysis. The GPS dataset contains one z-standardized 

variable for each preference domain. Standardization is conducted at the individual level so that 

each preference has mean zero and standard deviation one in the individual-level world sample. 

For the purpose of our analysis, we z-standardize each individual preference measure in our 

respective analytical sample and collapse standardized preference measures at the country level. 

Table 6 presents descriptive statistics of the resulting data. 

In the 49-country sample of our baseline analysis, there is a significant cross-country 

correlation between patience and risk-taking of 0.358 (depicted in Figure 2). Table 7 shows 

country-level correlations for all preference measures. While patience is not significantly 

correlated with the other four GPS preference domains (although there are marginal correlations 

with negative reciprocity and trust), there is a significant correlation of risk-taking with negative 

reciprocity. 
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The GPS has several important advantages over alternative international datasets with 

proxies for national preferences, because it provides scientifically validated measures of the two 

preference components underlying intertemporal decision-making from representative samples 

for a large set of countries. The closest alternatives are the World Values Survey (WVS) and the 

Hofstede (1991) data, both of which provide survey data on attitudes, beliefs, and personality 

traits across countries. While the WVS is based on representative samples, the Hofstede data are 

mainly based on IBM employees and are not representative. Importantly, in contrast to the GPS, 

the validity of the proxies for patience, risk-taking, and other preference domains from these 

surveys is unknown.16 Reinforcing the high quality of the GPS data, Falk et al. (2018) show that 

the GPS patience measure is more predictive of comparative economic development than the 

measures of long-term orientation from the other two datasets. Interestingly, the correlations of 

the GPS measures of patience and risk-taking with their respective proxies in the WVS and 

Hofstede datasets are limited: The correlations of GPS patience with the WVS and Hofstede 

long-term orientation measures are -0.060 and 0.247, respectively, and statistically insignificant 

(Table 7). The correlations of GPS risk-taking with WVS risk-taking and Hofstede uncertainty 

avoidance are only slightly stronger at 0.239 and -0.302, respectively. For our robustness 

analyses, however, we investigate the WVS and Hofstede data as alternative measures for 

patience and risk-taking (see Appendix C and Appendix D). 

  

 
16 For instance, the best proxy for patience in the WVS is an item on “long-term orientation” that asks “Here is 

a list of qualities that children can be encouraged to learn at home. Which, if any, do you consider to be especially 
important?” and is coded 1 if the respondent selects the item “thrift, saving money and things”, and 0 otherwise. The 
Hofstede dataset contains proxies for long-term orientation and uncertainty avoidance that are composed of a 
collection of four qualitative survey items each, several of which appear somewhat unrelated to the concepts that 
they mean to measure. For example, long-term orientation includes an item on “How proud are you to be a citizen of 
your country?” and uncertainty avoidance includes an item on “All in all, how would you describe your health these 
days?” (see footnote 7 in Falk et al. (2018) for details).  
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Appendix C: Additional Robustness Analyses for the Baseline Analysis  

This appendix provides additional robustness analyses for the baseline analysis presented in 

section 3 of the main text.  

Restriction to wave 2015 of PISA. Our main analysis pools the achievement data of all 

seven PISA waves (2000-2018), which is justified because cultural aspects by definition are 

focused on traits that are fairly unchanged over the long run. Moreover, the vast majority of 

country variation in PISA scores is between countries rather than over time. Pooling extends the 

country sample and provides more precise measures of long-run educational achievement. Table 

10 shows that results are qualitatively the same when restricting the analysis to the 2015 PISA 

wave (the first PISA wave after the elicitation of the GPS data in 2012), indicating that the 

pooled analysis is not affected by the relative timing of the observation of preference and 

achievement data.  

Country subsamples. To test whether our main results differ by level of development, 

columns 1 and 2 of Table 11 present separate regressions for OECD countries and non-OECD 

countries, respectively (measured as ever belonged to OECD). The qualitative pattern of our 

findings is very similar and does not differ significantly between the two subsamples.  

In additional subsample analyses, we re-estimated the models in Table 1 (columns 3 and 4) 

excluding one wave or one country at a time. Qualitative results are insensitive to this alteration. 

The coefficients on patience and risk-taking remain significant in all these regressions (not 

shown). 

Additional subjects. Our main analysis focuses on math achievement, which is generally 

conceived to be most readily comparable across countries compared to other subjects such as 

reading (which by construction is to some extent language specific). Reassuringly, results are 

very similar for achievement in science and reading (columns 1 and 2 of Table 12). In science, a 

one s.d. increase in patience (risk-taking) is associated with a test-score increase (decrease) by 

1.12 s.d. (1.17 s.d.). In reading, the corresponding coefficient is 1.11 s.d. (1.13 s.d.). Thus, the 

reported associations are universal in the sense that they do not depend on a particular subject.  

Alternative preference measures. Given the rather vague measurement of the underlying 

intertemporal concepts in the WVS and Hofstede datasets (see Appendix B.2), we are less 

confident about the validity of these alternative measures. Still, Table 13 shows that the WVS 

cultural measures yield a similar pattern of a positive association of student achievement with 
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long-term orientation and a negative association with risk-taking (column 1). Using the Hofstede 

measures, long-term orientation is significantly positively associated with student achievement, 

whereas uncertainty avoidance is insignificant (column 2).17  

Oster (2019) analysis. We also perform an analysis of unobservable selection and 

coefficient stability following Oster (2019). We compare our baseline model (column 3 of Table 

1) to a restricted model without the control variables and follow Oster (2019) in setting 𝑅𝑅𝑚𝑚𝑚𝑚𝑥𝑥 =

1.3𝑅𝑅�. Results in column 1 of Table 14 indicate that, assuming 𝛿𝛿 = 1, the estimated bias-adjusted 

treatment effect 𝛽𝛽∗ for patience is 1.358, which is even larger than our baseline estimate because 

adding the controls to the restricted model increases the coefficient estimate. For risk-taking, 𝛽𝛽∗ 

is -1.181, only slightly below our baseline estimate. Thus, both estimates remain substantial in 

the bounding analysis that assumes that selection on unobservables is as strong as selection on 

observables. In both cases, the value of 𝛿𝛿 for which 𝛽𝛽 = 0 far exceeds the suggested cutoff of 

𝛿𝛿 = 1: for patience, 𝛿𝛿 = -18.093, and for risk-taking, 𝛿𝛿 = 8.224. That is, the degree of selection 

on unobservables would have to be several times as large as selection on observables to 

eliminate the main result.  

Accounting for uncertainty in GPS estimates. The GPS measures of patience and risk-

taking are effectively generated estimators, reflecting estimated sample means based on random 

samples of around 1,000 respondents in each country (see section 2.2 in the main text). This 

uncertainty in the generated regressors should be accounted for in the regressions (e.g., Pagan 

(1984); Murphy and Topel (1985)). We use a two-step bootstrap procedure where the first step 

draws a random sample of 992 observations with replacement in each country (the smallest 

number of observations within a country in the GPS data) and computes the sample means of 

patience and risk-taking for each country. The second step uses these preference values to run 

our main regression (column 3 of Table 1). Repeating this procedure 1,000 times, we calculate 

our coefficient estimates as the mean of these repeated estimations and the bootstrapped standard 

errors of our coefficient estimates as the standard deviation in the sample of 1,000 estimated 

coefficients. The bootstrapped coefficients on patience and risk-taking are very similar to the 

 
17 In a specification that includes all preference measures from the GPS, WVS, and Hofstede together, only the 

GPS measures of patience and risk-taking remain large and statistically significant, whereas the WVS and Hofstede 
measures lose their statistical significance (not shown). The GPS results are also robust to controlling for WVS trust, 
which does not enter significantly (not shown).  
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ones reported in the paper and remain statistically highly significant (results available upon 

request).  

Uncertainty in the earnings returns to education. To scrutinize the relative importance of 

different potential channels of the relationship between risk-taking and human capital investment 

discussed in Appendix A.3, we conducted additional regression analyses in which we account for 

the uncertainty in earnings returns to education (proxied by the R2 of Mincer-type regressions; 

see Hanushek et al. (2015, 2017)). The results show that the coefficient on risk-taking becomes 

less negative as earnings uncertainty increases. At face value, this finding suggests that both (i) a 

negative effect of risk-taking suggested by the crime literature and – to a lesser extent – (ii) a 

positive effect of risk-taking suggested by studies highlighting the earnings variance in higher-

educated occupations may act simultaneously on student achievement (not shown). 
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Appendix D: Additional Robustness Analyses for the Migrant Analysis  

This appendix provides additional robustness analyses for the migrant analysis presented in 

section 4 of the main text.  

The regressions of the migrant analysis include 180 fixed effects for each residence-country 

by wave cell. Table 15 shows that results are very similar in specifications that include 48 fixed 

effects for the respective residence countries and six fixed effects for waves, but not their 

interactions.  

Country subsamples. Results of the migrant analysis also do not differ significantly by the 

level of development of migrants’ countries of origin. Patience enters significantly positively, 

and risk-taking significantly negatively, in the subsamples of migrant students from both OECD 

and non-OECD countries of origin (columns 3 and 4 of Table 11). The positive point estimate of 

patience is somewhat larger in OECD countries, whereas the negative point estimate of risk-

taking is somewhat larger (in absolute terms) in non-OECD countries. However, neither 

difference is statistically significant.  

Additional subjects. Columns 3 and 4 of Table 12 present results for student achievement 

in science and reading, respectively. Results are again very similar to math, although the 

negative coefficient on risk-taking is not statistically significant in the other two subjects.  

Alternative preference measures. The qualitative pattern of results on patience is also 

confirmed with the alternative measures in the WVS and Hofstede datasets (columns 3 and 4 of 

Table 13). In both cases, there is a significant positive effect of long-term orientation on student 

achievement, in line with the results in Figlio et al. (2019). The WVS data also confirm a 

significant negative effect of risk-taking. By contrast, the Hofstede risk measure points in the 

opposite direction – a negative effect of uncertainty avoidance – which presumably reflects the 

poor measurement of the underlying concept by the items contained in this proxy (see Appendix 

B.2).  

Different migrant subgroups. In addition to distinguishing by the language spoken at home 

(see section 4.3 in the main text), another migrant subgroup analysis distinguishes migrants by 

the time at which the students themselves migrated to the country of residence. Results in 

columns 1 and 2 of Table 16 show that the effect of patience does not differ significantly 

between second-generation migrants (born in the residence country after their parents had 
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migrated) and first-generation migrants (born in the country of origin), and the negative effect of 

risk-taking is actually larger for second-generation migrants.  

We can exploit information on the age of migration in our dataset to subdivide the first-

generation migrants further by whether they arrived in the residence country before or after age 

6, when they would usually start school. Within the first-generation migrants, the effects of the 

two preference components do not differ significantly by whether students had migrated earlier 

or later (columns 3 and 4). While these patterns show the robustness of our main findings, they 

do not support the notion that later migrants hold onto more of their country-of-origin culture.  

Alternative migrant definitions. Our main specification uses the country of origin of the 

students’ fathers for reference for second-generation migrant students. Results in the first column 

of Table 17 show that estimates are virtually identical when the country of origin of the mother is 

used instead. Column 2 uses the average value of the national preferences of the country of 

origin of both parents when both are available, and the measure of the respective country of 

origin of the father or mother if the information is available only for one of them. Again, results 

hardly change in the slightly larger sample of 83,798 students.  

As the PISA data allow us to observe both parents’ country of origin, we can also enter the 

national preferences of fathers’ and mothers’ country of origin simultaneously (column 3). While 

this horse-race specification is identified only from children whose parents come from different 

countries, results still provide a relatively clear pattern. The effect of patience is significantly 

positive for both parents, although it is twice as large for fathers’ compared to mothers’ patience. 

By contrast, the effect of risk-taking is fully driven by fathers, with risk-taking of the mothers’ 

country of origin not entering migrant students’ achievement.  

In our main specification, we adopt a rather narrow definition of migrants that includes only 

students whose parents are both born in a different country than the testing country. 

Alternatively, we can use a wider definition that includes all students with at least one parent 

born abroad – defining as natives only those with both parents born in the testing country. This 

wider definition increases the number of observations to over 140,000 migrant students. While, 

expectedly, point estimates are slightly smaller with this broader measurement, results are in fact 

very similar to those in the smaller sample with the narrower definition, independent of whether 

the country of origin is defined based on the mother, the father, or the average (columns 4-6). 
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Including the national preferences of both parents’ countries of origin simultaneously also again 

yields very similar results (column 7).  

In a few cases, the effect of a specific country of origin is identified from only a limited 

number of student observations, potentially introducing substantial measurement error for these 

countries of origin. However, if we restrict the analysis to cases where at least 50 students are 

observed from each country of origin – which reduces the number of countries of origin from 58 

to 46 – results remain virtually unaffected (column 8).18  

Selective migration. In addition to the detailed analysis of selective migration presented in 

the main text, we also estimated a specification that interacts the preference variables with the 

raw difference in the preference variables between country of origin and residence country 

(rather than the absolute difference as in column 5 of Table 3). None of the interactions is 

significant, indicating that effects do not differ by whether migrants go to countries with higher 

versus lower preference values (not shown). The results remain unchanged when the controls for 

geographical and cultural distance are entered together (not shown). 

Oster (2019) analysis. An analysis of unobservable selection and coefficient stability 

following Oster (2019) again suggests that results remain stable. Comparing our baseline model 

(column 3 of Table 2) to a restricted model without the control variables and setting 𝑅𝑅𝑚𝑚𝑚𝑚𝑥𝑥 =

1.3𝑅𝑅�, results in column 2 of Table 14 indicate that the estimated bias-adjusted treatment effect 

𝛽𝛽∗ (assuming 𝛿𝛿 = 1) is 0.875 for patience and -0.264 for risk-taking, very close to our baseline 

estimates. Accordingly, selection on unobservables would have to be 13.6 the selection on 

observables for patience and 9.8 for risk-taking in order to eliminate the main result. 

Accounting for uncertainty in GPS estimates. To account for uncertainty in the generated 

regressors, we again implement the two-step bootstrap procedure described in Appendix C. 

Again, point estimates are very similar to our baseline model and estimates remain statistically 

highly significant (results available upon request). 

 

  

 
18 This robustness analysis drops the following countries of origin: Bangladesh (17 observations), Canada (1), 

Chile (47), Finland (2), Georgia (3), Indonesia (27), Kazakhstan (34), Lithuania (3), Moldova (11), Nigeria (4), 
Saudi Arabia (8), and Thailand (20). 
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Appendix E: Models with Extended Controls  

Estimates of education production functions usually contain measures for proximate inputs – 

family inputs, school resources, and institutional features. To the extent that these proximate 

inputs are themselves the outcomes of intertemporal choice decisions, they would be bad 

controls in a model depicting the overall effect of national preferences on student achievement. 

Including proximate input factors in our model, however, provides a descriptive evaluation of the 

importance of these input channels and shows the robustness of the preference-achievement 

association to consideration of variation in input factors that stem from other sources. Therefore, 

in this appendix we report specifications that include a rich set of proximate input factors as 

control variables that would generally be included in education production functions:  

 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 =  𝛽𝛽1𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 + 𝛽𝛽2𝑅𝑅𝑃𝑃𝑅𝑅𝑅𝑅𝑖𝑖 + 𝛼𝛼1𝐵𝐵𝑖𝑖𝑖𝑖𝑖𝑖 + 𝛼𝛼2𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖 + 𝛼𝛼3𝑆𝑆𝑖𝑖𝑖𝑖𝑖𝑖 + 𝛼𝛼4𝐼𝐼𝑖𝑖𝑖𝑖 + 𝜇𝜇𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖 (3) 

which, in addition to our baseline model (1), includes measures of the inputs from student’s 

families F, schools S, and institutional structures of school systems I.  

When adding the proximate inputs as control variables to the model of the baseline analysis, 

the coefficient estimates on the two preference components remain large and statistically highly 

significant, but are reduced in size (column 1 of Table 9). The extended set of controls for 

family, school, and institutional inputs (described in the table notes) are likely bad controls 

because they too are outcomes of the deeper cultural traits. The reduction of the coefficients on 

patience by 39 percent and on risk-taking by 33 percent (when comparing column 3 of Table 1 to 

column 1 of Table 9) in this descriptive analysis indicates that a substantial part of the overall 

effects of the two preference components may work through the channels of these proximate 

inputs.  

Column 2 of Table 9 provides equivalent results for the migrant analysis. The specification 

adds the set of extended controls on family and school inputs in the residence country, as well as 

the country of origin’s GDP per capita. This latter control addresses the concern that, for 

instance, better performance of migrants from high-patience countries merely reflects differences 

in income (as opposed to genuine effects of cultural traits). As expected, the coefficient on 

patience is reduced in this specification (because the family and GDP controls may take out 
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some of the total effect of cultural traits), but it remains large and significant (as does the 

coefficient on risk-taking).19  

Section 5 in the main text provides a closer analysis of the association of the different input 

factors with the two preference components. 

  

 
19 When added to the model, a negative coefficient on an interaction between patience and risk-taking is 

significant in the baseline model but loses significance when extended controls are included (not shown).  
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Appendix F: Details of the Channel Analysis 

In order to shed light on potential mechanisms, section 5 in the main text considers how 

patience and risk-taking relate to the major categories of proximate inputs – family inputs, school 

inputs, and institutional inputs. The starting point of the channel analysis is developing 

composite measures of the three categories of proximate inputs. We map the input variables (see 

Appendix B.1) into the three input vectors as follows: family inputs: gender, age, migration 

status, parental education, parental occupation, books at home, computer at home, language 

spoken at home, and GDP per capita (capturing overall economic wellbeing in the country); 

school inputs: school location, school size, share of fully certified teachers, and shortage of 

educational material; institutional inputs: share of privately managed schools, share of 

government funding at school, central exit exams, and school autonomy.  

Building on the typical analysis of international educational production functions found in 

Woessmann (2016b), we run a pooled cross-country regression of PISA math scores on our full 

set of input variables. We then use the coefficient estimates on the individual variables in the 

model to aggregate them into family, school, and institutional factors. That is, for each input 

category, we calculate a linear combination as the sum of the products of the individual variables 

times their respective coefficients. We finally collapse the three combined input factors, as well 

as the residual of the achievement regression, to the country level.  

This aggregation of the individual proximate input variables uses coefficient estimates from 

an education production function that may be biased by the omission of the deeper preference 

variables. Because individual coefficient estimates will be more biased for variables that are 

more strongly correlated with the preference measures, the estimates based on this aggregation 

serve as an upper bound for the preference relationships.  

Thus, estimating the first step of the aggregation analysis including controls for the two 

national preferences can serve as a lower bound, as the preference measures take out important 

parts of the variation in the proximate inputs. By construction, the input coefficients estimated in 

the lower-bound analysis are unaffected by the cultural factors, and the coefficients and the R2 

for the residual category are zero.  

Put together, the results of the upper-bound and lower-bound procedures presented in Table 

4 are consistent with different input components of the education production function playing a 

role as channels through which the two intertemporal preferences affect student achievement.  
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An interesting aspect is that national preferences have limited association with institutional 

factors. Prior analyses have highlighted the importance of institutional factors in explaining 

cross-country achievement differences (Hanushek and Woessmann (2011); Woessmann 

(2016b)), implying that changing institutions may be a way for nations wishing to improve their 

schools to break out of cultural constraints. 
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Table 5: Countries in the different analyses  

   Cross-country Migrant analysis 
 PISA GPS analysis Residence country Country of origin 
 (1) (2) (3) (4) (5) 
Afghanistan  x   x 
Algeria x x x   
Argentina x x x x x 
Australia x x x x x 
Austria x x x x x 
Bangladesh  x   x 
Belarus x   x  
Belgium x   x  
Bolivia  x   x 
Bosnia Herzegovina x x x x x 
Brazil x x x  x 
Brunei Darussalam x   x  
Canada x x x x x 
Chile x x x  x 
China  x   x 
Colombia x x x  x 
Costa Rica x x x x  
Croatia x x x x x 
Czech Republic x x x x x 
Denmark x   x  
Dominican Republic x   x  
Egypt  x   x 
Estonia x x x  x 
Finland x x x x x 
France x x x  x 
Georgia x x x x x 
Germany x x x x x 
Greece x x x  x 
Haiti  x   x 
Hong Kong x   x  
Hungary x x x  x 
India  x   x 
Indonesia x x x x x 
Iran  x   x 
Iraq  x   x 
Ireland x   x  
Israel x x x x  
Italy x x x  x 
Japan x x x   
Jordan x x x x x 
Kazakhstan x x x  x 
Kyrgyzstan x   x  
Latvia x   x  
Liechtenstein x   x  
Lithuania x x x  x 
Luxembourg x   x  
Macao x   x  
Mauritius x   x  
Mexico x x x x  
Moldova x x x x x 
Montenegro x   x  

(continued on next page) 
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Table 5 (continued) 

   Cross-country Migrant analysis 
 PISA GPS analysis Residence country Country of origin 
 (1) (2) (3) (4) (5) 
Morocco x x x x x 
Netherlands x x x x x 
New Zealand x   x  
Nicaragua  x   x 
Nigeria  x   x 
North Macedonia x   x  
Norway x   x  
Pakistan  x   x 
Panama x   x  
Peru x x x   
Philippines x x x x x 
Poland x x x  x 
Portugal x x x x x 
Qatar x   x  
Romania x x x  x 
Russia x x x  x 
Saudi Arabia x x x x x 
Serbia x x x  x 
Slovakia x   x  
Slovenia x   x  
South Africa  x   x 
South Korea x x x x x 
Spain x x x  x 
Suriname  x   x 
Sweden x x x  x 
Switzerland x x x x x 
Thailand x x x  x 
Turkey x x x x x 
Ukraine x x x x x 
United Arab Emirates x x x  x 
United Kingdom x x x x x 
United States x x x  x 
Uruguay x   x  
Venezuela  x   x 
Vietnam x x x  x 
Total: 86 countries 71 64 49 48 58 

Notes: The structure of country inclusion in the different parts of our analysis is complex. Three countries are 
included only in the baseline analysis because they participated in PISA (and GPS) but do not have migrant students 
with country-of-origin information (for which there is GPS data) and no student from these countries is observed as 
a migrant student in another PISA country. Another three countries are included in the baseline analysis and (only) 
as residence countries in the migrant analysis because they participated in PISA (and GPS) and have migrant 
students from countries of origin with GPS data, but no student from these countries is observed as a migrant student 
in another PISA country. 23 countries are included in the baseline analysis and both as residence countries and as 
countries of origin in the migrant analysis. There is also the case of 20 countries that are included in the baseline 
analysis and (only) as countries of origin in the migrant analysis because they participated in PISA (and GPS) but do 
not have migrant students with country-of-origin information (for which there is GPS data), and students from these 
countries are observed as migrant students in other PISA countries. 22 countries are not included in the baseline 
analysis, but only as residence countries in the migrant analysis because they participated in PISA, but there is no 
GPS data for them; however, there is GPS data for the country of origin of some of the migrant students tested in 
these countries. Finally, 15 countries are included only as countries of origin in the migrant analysis; these countries 
did not participate in PISA themselves and therefore cannot be included in the baseline analysis or as residence 
countries in the migrant analysis, but there is GPS data for them and students originating from these countries are 
observed as migrant students in residence countries that did participate in PISA. 
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Table 6: Descriptive statistics at the country level  

  Mean Std. dev. Min Max 

  (1) (2) (3) (4) 

PISA scores     

Math 4.520 0.560 3.524 5.410 

Science 4.597 0.531 3.579 5.415 

Reading 4.535 0.521 3.395 5.345 

Preferences     

Patience -0.003 0.384 -0.555 0.946 

Risk-taking 0.027 0.241 -0.746 0.789 

Positive reciprocity -0.016 0.315 -1.094 0.558 

Negative reciprocity 0.025 0.308 -0.510 0.716 

Altruism -0.022 0.346 -0.923 0.679 

Trust -0.016 0.249 -0.575 0.507 

Notes: PISA scores: country means, pooled across all PISA waves 2000-2018, weighted by sampling probabilities. Preferences: country means of GPS 
preference data. Sample: 263 country-by-wave observations (reflecting 49 countries) contained in our baseline analysis of Table 1. Data sources: PISA 
international student achievement test, 2000-2018; Falk et al. (2018). 
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Table 7: Country-level correlation of different preference components  

  Patience Risk-taking Positive  
reciprocity 

Negative  
reciprocity Altruism Trust 

WVS 
long-term 
orientation 

WVS  
risk-taking 

Hofstede 
long-term 
orientation 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) 

Risk-taking 0.358         
 (0.011)         

Positive reciprocity -0.154 -0.148        
 (0.291) (0.310)        

Negative reciprocity 0.236 0.334 -0.277       
 (0.103) (0.019) (0.054)       

Altruism -0.051 0.110 0.699 -0.200      
 (0.728) (0.451) (0.000) (0.168)      

Trust 0.197 0.162 0.259 -0.025 0.207     
 (0.176) (0.265) (0.072) (0.864) (0.153)     

WVS long-term orientation -0.060 -0.334 -0.195 0.057 -0.163 -0.104    
 (0.700) (0.027) (0.204) (0.715) (0.290) (0.500)    

WVS risk-taking -0.260 0.239 0.117 0.138 0.269 0.313 -0.079   
 (0.125) (0.160) (0.498) (0.423) (0.112) (0.063) (0.646)   

Hofstede long-term orientation  0.247 -0.219 -0.326 0.321 -0.256 -0.246 0.609 -0.310  
 (0.115) (0.164) (0.035) (0.038) (0.101) (0.116) (0.000) (0.084)  

Hofstede uncertainty avoidance  -0.558 -0.302 -0.055 0.123 -0.185 -0.527 0.006 -0.093 0.024 
 (0.000) (0.046) (0.721) (0.426) (0.228) (0.000) (0.971) (0.611) (0.881) 

Notes: Correlation coefficients; p-values in parentheses. Sample: 49 countries contained in our baseline analysis. Number of country observations: 49 among 
GPS measures, 44 between GPS and Hofstede uncertainty avoidance or WVS long-term orientation, 42 between GPS and Hofstede uncertainty avoidance and 
among Hofstede measures, 36 between GPS and WVS risk-taking and among WVS measures, and 32 between WVS and Hofstede measures. Data sources: Falk 
et al. (2018); World Values Survey (WVS); Hofstede, Hofstede, and Minkov (2010).  
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Table 8: Results by gender 

  Baseline analysis  Migrant analysis 

  Girls Boys  Girls Boys 

  (1) (2)  (3) (4) 

Patience 1.208*** 1.242***  0.953*** 0.912*** 
 (0.129) (0.137)  (0.109) (0.125) 

Risk-taking -1.190*** -1.294***  -0.302*** -0.285** 
 (0.184) (0.187)  (0.111) (0.133) 

Residence-country by wave fixed effects No No  Yes Yes 
Control variables Yes Yes  Yes Yes 

Observations 1,005,770 985,412  39,757 40,634 
Countries of origin     58 57 
Residence countries 49 49  48 48 
R2 0.194 0.201  0.292 0.264 

Notes: Dependent variable: PISA math test score, col. 1-2: waves 2000-2018, col. 3-4: waves 2003-2018. Least squares regressions. Col. 1-2: weighted by 
students’ sampling probability. Col. 3-4: sample: students with both parents not born in the country where the student attends school; indicated preference 
variables refer to country of origin. Control variables: col. 1-2: student gender, age, and migration status; imputation dummies; and wave fixed effects; col. 3-4: 
student gender, age, dummy for OECD country of origin, imputation dummies. Robust standard errors adjusted for clustering at the country level in parentheses. 
Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA international student achievement test, 2000-2018; World Values Survey (WVS); 
Falk et al. (2018). 
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Table 9: Model with extended controls 

  Baseline analysis  Migrant analysis 

  (1)  (2) 

Patience 0.748***  0.667*** 
 (0.192)  (0.100) 

Risk-taking -0.835***  -0.352*** 
 (0.147)  (0.092) 

Residence-country by wave fixed effects No  Yes 
Baseline control variables Yes  Yes 
Extended control variables Yes  Yes 

Observations 1,992,276  80,398 
Countries of origin    58 
Residence countries 49  48 
R2 0.368  0.364 

Notes: Dependent variable: PISA math test score, col. 1: waves 2000-2018, col. 2: waves 2003-2018. Least squares regressions. Col. 1: weighted by students’ 
sampling probability. Col. 2: sample: students with both parents not born in the country where the student attends school; indicated preference variables refer to 
country of origin. Baseline control variables: col. 1: student gender, age, and migration status; imputation dummies; and wave fixed effects; col. 2: student 
gender, age, dummy for OECD country of origin, imputation dummies. Extended control variables, col. 1: baseline controls plus parental education, parental 
occupation, books at home, computer at home, language spoken at home; school location, school size, share of fully certified teachers at school, shortage of 
educational material; country’s GDP per capita, share of privately managed schools, share of government funding at school, central exit exams, and school 
autonomy; col. 2: Extended control variables: baseline controls plus parental education, parental occupation, books at home, computer at home, language spoken 
at home; school location, school size, share of fully certified teachers at school, shortage of educational material; country-of-origin GDP per capita. Robust 
standard errors adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA 
international student achievement test, 2000-2018; Falk et al. (2018). 
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Table 10: Baseline cross-country analysis restricted to the PISA 2015 wave  

  (1) (2) (3) (4) (5) 

Patience 0.794***  1.090*** 1.078*** 0.763***  
(0.125)  (0.129) (0.113) (0.175) 

Risk-taking  -0.361 -1.226*** -1.292*** -0.912***  
 (0.340) (0.220) (0.209) (0.178) 

Positive reciprocity    0.107  
    

(0.261) 
 

Negative reciprocity    0.289*  
    

(0.158) 
 

Altruism    -0.235  
    

(0.186) 
 

Trust    -0.173  
    

(0.159) 
 

Baseline control variables Yes Yes Yes Yes Yes 
Extended control variables No No No No Yes 

Observations 319,997 319,997 319,997 319,997 319,997 
Countries 41 41 41 41 41 
R2 0.102 0.013 0.157 0.171 0.329 

Notes: Dependent variable: PISA math test score, wave 2015. Least squares regression weighted by students’ sampling probability. Baseline control variables: 
student gender, age, and migration status; imputation dummies; and wave fixed effects. Extended control variables: baseline controls plus parental education, 
parental occupation, books at home, computer at home, language spoken at home; school location, school size, share of fully certified teachers at school, shortage 
of educational material; country’s GDP per capita, share of privately managed schools, share of government funding at school, central exit exams, and school 
autonomy. Robust standard errors adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data 
sources: PISA international student achievement test, 2015; Falk et al. (2018). 



 A35 

Table 11: Results for country subsamples 

  Baseline analysis  Migrant analysis 

  OECD Non-OECD  OECD Non-OECD 

  (1) (2)  (3) (4) 

Patience 0.963*** 1.165**  1.028*** 0.812*** 
 (0.180) (0.516)  (0.105) (0.185) 

Risk-taking -0.996*** -1.141***  -0.289** -0.454** 
 (0.271) (0.333)  (0.132) (0.177) 

Residence-country by wave fixed effects No No  Yes Yes 
Control variables Yes Yes  Yes Yes 

Observations 1,416,506 575,770  28,519 51,879 
Countries of origin     24 34 
Residence countries 27 22  31 38 
R2 0.112 0.085  0.176 0.309 
Difference between subsamples      

Patience -0.202  0.216 
 (0.540)  (0.211) 
Risk-taking 0.144  0.165 
 (0.424)  (0.219) 

Notes: Dependent variable: PISA math test score, col. 1-2: waves 2000-2018, col. 3-4: waves 2003-2018. Least squares regressions. Col. 1-2: weighted by 
students’ sampling probability. Col. 3-4: sample: students with both parents not born in the country where the student attends school; indicated preference 
variables refer to country of origin. Control variables: col. 1-2: student gender, age, and migration status; imputation dummies; and wave fixed effects; col. 3-4: 
student gender, age, dummy for OECD country of origin, imputation dummies. Robust standard errors adjusted for clustering at the country level in parentheses. 
Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA international student achievement test, 2000-2018; Falk et al. (2018). 
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Table 12: Results in reading and science 

  Baseline analysis  Migrant analysis 

  Science Reading  Science Reading 

  (1) (2)  (3) (4) 

Patience 1.121*** 1.108***  0.995*** 0.844*** 
 (0.121) (0.113)  (0.143) (0.144) 

Risk-taking -1.169*** -1.134***  -0.192 -0.106 
 (0.180) (0.198)  (0.124) (0.133) 

Residence-country by wave fixed effects No No  Yes Yes 
Control variables Yes Yes  Yes Yes 

Observations 1,992,276 1,950,722  80,398 80,398 
Countries of origin     58 58 
Residence countries 49 49  48 48 
R2 0.179 0.189  0.253 0.239 

Notes: Dependent variable: PISA test score in science (col. 1 and 3) and reading (col. 2 and 4), respectively. Col. 1-2: waves 2000-2018, col. 3-4: waves 2003-
2018. Least squares regressions. Col. 1-2: weighted by students’ sampling probability. Col. 3-4: sample: students with both parents not born in the country where 
the student attends school; indicated preference variables refer to country of origin. Control variables: col. 1-2: student gender, age, and migration status; 
imputation dummies; and wave fixed effects; col. 3-4: student gender, age, dummy for OECD country of origin, imputation dummies. Robust standard errors 
adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA international student 
achievement test, 2000-2018; Falk et al. (2018). 
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Table 13: Alternative WVS and Hofstede measures of national preferences  

  Baseline analysis  Migrant analysis 

  WVS Hofstede  WVS Hofstede 

  (1) (2)  (3) (4) 

WVS long-term orientation 0.171*   0.176***  
 (0.091)   (0.030)  

WVS risk-taking -0.245***   -0.120***  
 (0.075)   (0.029)  

Hofstede long-term orientation   0.339***   0.206***  
 (0.054)   (0.029) 

Hofstede uncertainty avoidance   -0.101   -0.092***  
 (0.068)   (0.031) 

Residence-country by wave fixed effects No No  Yes Yes 
Control variables Yes Yes  Yes Yes 

Observations 1,531,302 1,839,052  62,834 74,892 
Countries of origin     40 48 
Residence countries 36 42  44 48 
R2 0.109 0.134  0.246 0.250 

Notes: Dependent variable: PISA math test score, col. 1-2: waves 2000-2018, col. 3-4: waves 2003-2018. Least squares regressions. Col. 1-2: weighted by 
students’ sampling probability. Col. 3-4: sample: students with both parents not born in the country where the student attends school; indicated preference 
variables refer to country of origin. WVS and Hofstede measures z-standardized at the country level. Control variables: col. 1-2: student gender, age, and 
migration status; imputation dummies; and wave fixed effects; col. 3-4: student gender, age, dummy for OECD country of origin, imputation dummies. Robust 
standard errors adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA 
international student achievement test, 2000-2018; World Values Survey (WVS); Hofstede, Hofstede, and Minkov (2010). 
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Table 14: Analysis of unobservable selection and coefficient stability following Oster (2019) 

  Baseline analysis   Migrant analysis 

  (1)   (2) 

Restricted model    
Patience 1.209***  0.933***  

(0.131)  (0.117) 
Risk-taking -1.249***  -0.295**  

(0.184)  (0.122) 

Observations 1,992,276  80,398 
Countries of origin    58 
Residence countries 49  48 
R2 0.189  0.272 

Baseline model    
Patience 1.226***  0.931***  

(0.132)  (0.116) 
Risk-taking -1.241***  -0.294**  

(0.184)  (0.122) 

Observations 1,992,276  80,398 
Countries of origin    58 
Residence countries 49  48 
R2 0.198  0.275 

Oster (2019) diagnostics Patience Risk-taking  Patience Risk-taking 
   δ to match β1,2 = 0 -18.093 8.224  13.575 9.761 
   Bound β* for δ = 1 1.358 -1.181  0.875 -0.264 

Notes: Dependent variable: PISA math test score, col. 1: waves 2000-2018, col. 2: waves 2003-2018. Least squares regressions. Col. 1: restricted model includes 
wave fixed effects; baseline model adds controls for student gender, age, migration status, and imputation dummies. Col. 2: restricted model includes residence-
country by wave fixed effects and dummy for OECD country of origin; baseline model adds controls for student gender, age, and imputation dummies. Robust 
standard errors adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA 
international student achievement test, 2000-2018; Falk et al. (2018).  
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Table 15: Migrant analysis: Models with residence-country and wave fixed effects (but not their interaction) 

  (1) (2) (3) 

Patience (country-of-origin) 0.776***  0.929***  
(0.114)  (0.117) 

Risk-taking (country-of-origin)  0.188 -0.291**  
 (0.202) (0.125) 

Residence-country fixed effects Yes Yes Yes 
Wave fixed effects Yes Yes Yes 
Residence-country by wave fixed effects No No No 
Control variables Yes Yes Yes 

Observations 80,398 80,398 80,398 
Countries of origin  58 58 58 
Residence countries 48 48 48 
R2 0.265 0.247 0.267 

Notes: Dependent variable: PISA math test score, waves 2003-2018. Least squares regressions, including 48 fixed effects for residence countries and six fixed 
effects for waves. Sample: students with both parents not born in the country where the student attends school. Control variables: student gender, age, dummy for 
OECD country of origin, imputation dummies. Robust standard errors adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, 
** 5 percent, * 10 percent. Data sources: PISA international student achievement test, 2003-2018; Falk et al. (2018). 
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Table 16: Migrant analysis: Subgroups by age of migration  

  Second  First generation 

  generation  All Before age 6 After age 6 
  (1)  (2) (3) (4) 

Patience (country-of-origin) 1.023***  0.955*** 1.010*** 0.981***  
(0.143)  (0.120) (0.156) (0.103) 

Risk-taking (country-of-origin) -0.458***  -0.185 -0.228 -0.153  
(0.127)  (0.145) (0.145) (0.146) 

Residence-country by wave fixed effects Yes  Yes Yes Yes 
Control variables Yes  Yes Yes Yes 

Observations 47,369  33,029 14,459 16,835 
Countries of origin  56  57 51 55 
Residence countries 48  48 47 48 
R2 0.297  0.263 0.298 0.258 
Difference between subsamples      
Patience (country-of-origin) -0.068 -0.029 
 (0.085) (0.114) 
Risk-taking (country-of-origin) 0.273** 0.075 
 (0.122) (0.062) 

Notes: Dependent variable: PISA math test score, waves 2003-2018. Least squares regressions. Sample: students with both parents not born in the country where 
the student attends school. Second generation: migrant students born in the country of residence. First generation: migrant students born in the country of origin; 
split between whether they migrated to the country of residence before or after age 6 in col. 3 and 4. Control variables: student gender, age, dummy for OECD 
country of origin, imputation dummies. Robust standard errors adjusted for clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 
percent, * 10 percent. Data sources: PISA international student achievement test, 2003-2018; Falk et al. (2018). 
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Table 17: Migrant analysis: Different definitions of migrants 

 Narrow definition  Wide definition  Dropping countries  

  Mother’s  
origin 

Parental  
average  Separate  Mother’s  

origin 
Father’s  
origin 

Parental  
average  Separate  of origin with  

<50 observations 

  (1) (2) (3)   (4) (5) (6) (7)  (8) 

Patience (mother’s country-of-origin) 0.931***  0.343***  0.861***   0.349***   
 (0.109)  (0.069)  (0.109)   (0.070)   
Risk-taking (mother’s country-of-origin) -0.292**  0.032  -0.228*   0.038   
 (0.126)  (0.086)  (0.121)   (0.087)   
Patience (father’s country-of-origin)   0.629***   0.858***  0.627***  0.939*** 
   (0.090)   (0.112)  (0.093)  (0.116) 
Risk-taking (father’s country-of-origin)   -0.339***   -0.233*  -0.336***  -0.299** 
   (0.090)   (0.119)  (0.093)  (0.122) 
Patience (average parents’ country-of-origin)  0.941***     0.858***     

 (0.115)     (0.111)    
Risk-taking (average parents’ country-of-origin)  -0.273**     -0.217*     

 (0.124)     (0.120)    
Residence-country by wave fixed effects Yes Yes Yes  Yes Yes Yes Yes  Yes 
Control variables Yes Yes Yes  Yes Yes Yes Yes  Yes 

Observations 80,194 83,798 76,796  140,951 141,155 145,506 85,167  80,221 
Countries of origin  57 58 58  60 60 60 59  46 
Residence countries 48 48 48  48 48 48 48  48 
R2 0.278 0.274 0.280  0.255 0.254 0.254 0.279  0.275 

Notes: Dependent variable: PISA math test score, waves 2003-2018. Least squares regressions. Sample: migrant students; see text for narrow and wide definition 
of migrant status. Control variables: student gender, age, dummy for OECD country of origin, imputation dummies. Robust standard errors adjusted for 
clustering at the country level in parentheses. Significance level: *** 1 percent, ** 5 percent, * 10 percent. Data sources: PISA international student achievement 
test, 2003-2018; Falk et al. (2018). 
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Appendix Figure 

Figure 2: Patience and risk-taking across countries 

 
Notes: Country averages. Data source: Falk et al. (2018).  
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